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5 Modeling and Evaluation Approach
	


Determining an assessment method for evaluating whether a wireless technology can satisfy the smart grid user applications’ requirements is a daunting task, especially given that there are many possible physical deployment options for smart grid devices and facilities, many wireless technology standards, and uncertainty in anticipating future needs. 

Some wireless technologies are a part of a larger system, while others are complete communication networks. For example, wireless technologies developed by many IEEE 802 working groups consider mostly the Media Access Control (MAC) sub-layer and Physical Layer (PHY). In many such cases, other non-IEEE specifications are used as the basis of a complete network specification; for example, the WiMAX Forum provides complete end-to-end specifications for fixed and mobile networks based on the IEEE STD 802.16. Likewise, the Universal Mobile Telecommunications System (UMTS) is a complete mobile (and wireless) network system. For many reasons, including the differing scope of the basic specifications, comparing wireless technologies is a daunting task. PAP 2 assesses different wireless technologies and provides tools and guidelines to help determine to what extent they can satisfy smart grid use case requirements but PAP 2 will not attempt to rank the various wireless technologies relative to each other.

5.1 Assessment of Wireless Technologies for Smart Grid Requirements

The following assessment approach should be considered as an example, not the approach that must be used. Options are discussed on how the assessment can be refined by techniques further described and detailed in this section’s subsections. 
The two main tasks are:

1) Perform an initial screening of the wireless technologies against the smart grid business functional and volumetric requirements and

2) Perform refinements to the initial screening using one or a combination of the following:

· Mathematical models

· Simulation models

· Test-beds (lab and in the field)
5.1.1 Initial Screening 
The initial screening (technology assessment) is based on the smart grid user applications’ requirements in section 3.4 and the wireless functionality and characteristics matrix in section 4. For example, a smart grid’s application’s requirement for reliability should be related to the wireless technology’s ability to establish and maintain a communication link with an acceptable error rate. Likewise, smart grid requirements for range, data capacity, and latency must be considered when selecting technologies for further evaluation. One can use the results from the initial assessment provided in section 4 to determine whether a given wireless technology should be further considered for use in a particular network segment in a large scale smart grid communications network deployment. In making the wireless assessments it is very important to carefully consider the differences in baseline assumptions used for the different wireless technologies to arrive at the values entered into the matrix.  
5.1.2 Refinements to Initial Screening

After the initial screening, the next step is to refine the assessment using other methods (i.e., mathematical models, simulation models, or test-beds).

5.1.2.1 Mathematical Models

These types of models require creating mathematical model representations that approximate the characteristics of the system in question (e.g., the smart grid). Mathematical models are often based on a combination of analytical and empirical techniques. These models can be simplistic in that event data volumetrics are aggregated to singular values, or events are treated as individual inputs into the models, or data volumetrics represented as inputs based on probabilities. Mathematical models usually take less time to produce results than simulation models but there are some limitations to what some of the simpler mathematical models can adequately model. 
5.1.2.2 Simulation Models

Simulation models, attempt to account for more of the event occurrence variability than was described in the mathematical model discussion above. Since they take into account a greater number of variables, simulation models can provide more realistic results than mathematical models, which often require simplifying assumptions to make them tractable. As was shown in section 4, group 5, simulation models take into account a large number of deployment and equipment parameters resulting in results that are technology-specific making it difficult to make accurate comparisons. Although it would be desirable to have commonly accepted simulation model applicable to all of the wireless technologies, the development of such a model would be a complex and time-consuming process that is beyond the scope of this document. 
5.1.2.3 Test-beds

Usually, neither mathematical or simulation model types are able to capture all of the details of a proposed network deployment (e.g., accurate channel models are difficult to obtain without direct measurement of the deployment environment). Using test-beds (in the lab and, preferably, in the field) can provide very accurate results; however, this method requires significant time, effort, and resources to produce results. Test-bed results may also be provided as feedback to mathematical and simulation models to further validate or enhance the results.

5.1.2.4 Network Design

The key for network design is to understand and define the network’s system design goals. Designing a network system to support the average data requirements is one design concept, which tends to result in under-designed and built networks. Another concept is to design network systems that can handle the absolute worst case imaginable, which tends to result in over-designed and built networks. Again the key is to establish a goal of the network and of the individual elements and threads of that network so that it will handle the heaviest expected (combined) burst rates with an acceptable level of failure. For example, in the old telephone trunk design days, one would specify the number of voice trunks necessary to carry the “busy hour” traffic with an acceptable level of failure (2% failure, 5% failure, etc.). This then leads to two questions that the network designers and implementers need to address, but are not answered in this guideline:

1) What is this highest level of traffic that must be accommodated over a specified burst period(s)? 

a. The methods for determining this will be highly dependent on the individual utility operational modes and the aggregated data that will flow through a particular network link or thread. As you can imagine, this will vary greatly from utility to utility and with the topology/technology used to construct the network threads.

2) What is an acceptable level of overloading of these threads that will result in failure to deliver the data within the required latency and integrity constraints?

a. This will depend on multiple factors, including the latency and integrity requirements of the system or application, buffering capabilities to buffer overflow traffic, and how error recovery is accomplished.

The Utilities will need to implement systems that will satisfy the needs of that specific utility. i.e., one size does not fit all. So the network designers will need to find a way to project and predict the real temporal (and spatial) requirements of the data flows (for the utility, application, or operating mode in question) and then select and implement technologies and topologies that will provide the needed capacity, reliability, security, cost effectiveness, etc.

A general modeling framework was developed by the PAP2 working group and it is described in the next section.

5.2 Modeling Framework

The goal of the development process is to produce an analytical structure that is flexible enough to enable users to employ a variety of modeling techniques that can be used with virtually any proposed wireless technology. The framework’s main components are a MAC sub-layer model, a PHY model, a module that performs coverage analysis, a channel propagation model, and a model for multiple links (multilink). The overall design of the model is shown in Figure 4. The following subsections discuss each of these [image: image14.png]Delay/Reliability
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components and explain how they interact with each other and operate within the larger analytical framework.
Figure 4 – Wireless Modeling Framework Building Blocks
5.2.1 Channel Propagation or Path Loss Models
Channel propagation or path loss models provide a means for characterizing how different wireless deployment environments impact a communications signal propagating along the wireless path between a transmitter and receiver. Since the attenuation of the transmitted signal directly impacts the signal-to-noise ratio at the receiver, it is the characteristic of greatest interest to the wireless communications designer. Other important characteristics are shadow fading, small-scale or fast fading, and penetration loss.
Signal attenuation is modeled through the quantity known as the path loss. It is important to recognize that a single path loss model cannot fully describe or predict path loss characteristics for all possible scenarios. Operating frequency and the characteristics of the deployment environment such as indoor, outdoor, urban, suburban, or rural; must be taken into consideration along with the location of the transmitter and receiver antennas relative to the obstacles that are likely to be encountered along the propagation path.  In this section we look at various channel or path loss models that can be considered to predict path loss for terrestrial wireless networks.
5.2.1.1 Generic Path Loss Model
The path loss quantity, PL, models the attenuation of the signal in terms of the fraction of the received power to the transmitted power measured at the antennas. The deterministic component of the path loss, PLd, is a function of the path distance, d, in meters, between the transmitter and the receiver. The widely accepted model in the wireless propagation community predicts an exponential attenuation as a function of distance according to a path loss exponent, n0. In non-line-of-sight environments however, the degree of exponential fading increases to n1 after a certain breakpoint distance, d0. The breakpoint path loss model below (shown on a dB scale) captures this relationship:

PLd = PL0 + 10n0Log10(d/d0) 



for d ≤ d1
PLd = PL0 + 10n0Log10(d1/d0) + 10n1Log10(d/d1)

for d > d1
Where:  

PL0 is the reference path loss in dB at d0 = 1 meter and d1, in meters, is the breakpoint where the path loss exponent changes from n0 to n1
PL0 = 20Log10(2πd0/λ);      where λ = wavelength
The random component of the path loss, (PLr, (dB) = Xs, (dB) + Xf,(dB) is composed of two terms. The first term, Xs,(dB), is referred to as shadow fading. It represents the deviation of the signal from its predicted deterministic model due to the presence of large obstructions in the wireless path. Obstructions may be buildings or cars in the outdoor environment and partitions or furniture in indoor environments. These objects have varied size, shape, and material properties to affect the signal in different ways. Xs is modeled as a zero mean Gaussian random variable with standard deviation, σ; in dB, a log-normal distribution. The second term, Xf, is referred to as small-scale or fast fading. It represents the deviation of the signal due to the presence of smaller obstructions in the path which cause scattering of the signal or multipath. These signals then constructively and destructively recombine at the receiver. Xf can be modeled as a unit-mean gamma-distributed random variable with variance 1/m (where m is the Nakagami fading parameter
) and Xf in dB = 10 Log10(Xf ). The shadow fading and small-scale fading are assumed to be constant during the transmission of a frame, mutually independent, and independent of the fading occurring on other links. The complete path loss model, including both deterministic and random components, is given by: 

PL = PLd + Xs,dB + Xf,dB
Figure 5 shows the path loss model extracted from actual measured data points. The deterministic component in red is fit to the blue data points collected in an indoor-to-indoor residential environment at a center frequency, fc = 5000 MHz (5 GHz). The deviation of the data points from the line reflects the random component.

[image: image1.emf]
Figure 5 - Breakpoint path loss model for indoor-to-indoor residential environment at fc = 5,000 MHz
5.2.1.2 Indoor Path Loss Models

Assessing wireless performance in indoor environments is important for Smart Grid home area networks (HANs) which will generally operate in one or both of the license-exempt frequency bands at either 2400 or 5000 MHz (2.4 or 5 GHz). In addition to the HAN, a wireless solution may also be considered for aggregating data from basement or ground level meter clusters in MDUs and then via an indoor-to-indoor path, provide a means for connecting to individual HANs in a multi-story building to complete the end-to-end HAN-to-utility communication link.
As compared to outdoor networks, indoor networks for Smart Grid are characterized by:

· Shorter distances: Typically less than 100 meters
· Maximum base station or access point antenna heights constrained by ceiling heights: Typically 3 to 5 meters for office environments and 2.5 to 3 meters in residential environments.

· Lower antenna gains and lower transmit power to ensure EIRP is in compliance with FCC human exposure safety requirements
 [Ref 
]: Must be < 1 mw per sq-cm for f > 1500 MHz and < f/1500 mw  per sq-cm for 0.30 MHz < f < 1500 MHz (see Figure 8). For unlicensed spectrum, FCC Part 15.247 specifies a maximum EIRP of +30 dBm (1 watt)
.
· The use of license-exempt ISM bands for indoor venues will be subject to interference from other applications in close proximity; microwave ovens, garage door openers, cordless phones, private WiFi networks, etc.
Smart Grid deployment requirements for indoor located base stations are:

· Indoor Base Station or Access Point: 0.5 to 5 meters above baseline
· Indoor Subscriber Stations/Terminals: 0.5 to 5 meters above baseline
· Special Situations: Basement to customer connections (HANs) in multi-level residential and commercial buildings. This would require installations that favor upward directing antennas beams.
5.2.1.2.1 ITU-R M.1225 Indoor Model
The ITU-R M.1225 recommendation [Ref 
 ] was developed for the purposes of evaluating technologies for IMT-2000
 in one of the 2000 MHz bands. The indoor model is based on the COST231 indoor model. The ITU-R M.1225 variant includes an unspecified number of walls or partitions in an office environment and a term to specifically account for floor loss. Since the formulation is designed for 2000 MHz there is no frequency dependent term. The assumed antenna height for the subscriber station is 1.5 meters. The formulation for non-LoS indoor path loss is:
PL = 37 + 30Log10(d) + 18.3nf [(nf+2)/(nf+1) – 0.46]
d = path length in meters, 3 < d < 100
 nf = number of floors

In applying this model, the ITU-R M.1225 recommended allowance for shadow fading is 12 dB, a relatively large number.
The COST231 indoor model on which the ITU-R M.1225 model is based is more general and has the form:

PL = PLfs + Lc + Σ nw Lw + Lf nf [(nf+2)/(nf+1) – b]

Where:
PLfs = Free space loss

Lc = A constant, normally set to 37 dB

nw = Number of penetrated walls

Lw = Loss per wall (3.4 dB for plasterboard internal walls and 6.9 dB for concrete or brick walls)

Lf = Loss between floors (18.3 dB assumed for typical office environment)

nf = Number of penetrated floors

b = Empirically-derived parameter 
The expression for the free space path loss is given by:
PLfs = 20Log10(4πd/λ)  = 20Log10(d) + 20Log10(f) – 27.56 dB; 

Where: 

d is path length in meters and f is frequency in MHz
5.2.1.2.2 WINNER II Indoor Model
The WINNER II Indoor Model is defined for an indoor office building environment in which the base stations or access points are installed in corridors. Transmissions from corridor to specific offices represent the non-LoS case. The model is based on measured data primarily at 2000 MHz and 5000 MHz. The formulation, which contains terms specifically for penetration through walls and floors, is:
PL = 43.8 + 36.8Log10(d) + 20Log10(f/5000) + X + [17+4(nf - 1)]

Where:
d = path length in meters, 3 m < d < 100 m, and f = frequency in MHz from 2000 MHz to 6000 MHz
nf  > 0 is number of floors

nw is number of walls the signal must pass through

X = 5(nw – 1) for “light” walls and 12(nw - 1) for “heavy” walls

At 2000 MHz the WINNER II expression becomes:

PL = 35.8 +36.8Log10(d) +  X + [17+4(nf - 1)]
The recommended allowance for shadow fading with the WINNER II indoor model is 4 dB.
WINNER II also provides a variation to the model for room-to-room transmissions. It is given by:

PL = PLfs + X + [17+4(nf - 1)]   (plus 6 to 8 dB for shadow fading)
Where:

 X = 5nw dB for “light” walls and 12nw dB for “heavy” walls 

This formulation does not have a specific term to account for excess loss due to clutter loss or shadowing, but recommended allowance for shadow fading is 6 dB for “light” walls and 8 dB for “heavy” walls.
5.2.1.2.3 ITU-R M.2135-1 Indoor Model
The test environment described for which the ITU-R M.2135-1 indoor model applies is a single floor in a building with 16 rooms and a long hall, 120 meters long and 20 meters wide. The formulation for the ITU-R M.2135-1 indoor model is:

PL = 11.5 + 43.3Log10(d) + 20Log10(f/1000)

Where:
d = path length in meters, 10 m < d < 150 m, and f = frequency in MHz from 2000  MHz to 6000 MHz
The path loss formulation has a higher loss dependency on distance which can be explained by the number of wall penetrations called for in the described test environment. The expression is considered valid for access point antenna heights from 3 to 6 meters and subscriber station heights from 1 to 2.5 meters.
Shadow fading of 4 dB is recommended in the ITU-R M.2135-1 testing methodology.
5.2.1.2.4 NIST PAP02-Task 6 Model

In support of the work for version 1 of this document, NIST conducted studies for indoor-to-indoor, outdoor-to-outdoor, and outdoor-to-indoor propagation paths
 [Ref 
, 
]. In all cases the formulation presented in section 5.2.1.1 was fitted to the measured data, namely:

PLd = PL0 + 10n0Log10(d/d0) 



for d ≤ d1
PLd = PL0 + 10n0Log10(d1/d0) + 10n1Log10(d/d1)

for d > d1
In the following non-LoS deployment scenarios for indoor-to-indoor, do is assumed to be 1 meter and the remaining parameters are shown in the table
. The results, using the above formulations, are plotted in figure 6.
	2400 MHz
	PL0
	n0
	d1
	n1
	σ

	NLOS Residential
	12.5
	4.2
	11.0
	7.6
	3.0

	NLOS Office
	26.8
	4.2
	10.0
	8.7
	3.7

	NLOS Industrial
	29.4
	3.4
	1.0
	3.4
	6.3

	NLOS Cinder Block
	9.1
	6.9
	1.0
	6.9
	6.7

	5000 MHz
	PL0
	n0
	d1
	n1
	σ

	NLOS Residential
	20.2
	4.4
	11.0
	7.4
	3.3

	NLOS Office
	26.0
	4.3
	10.0
	10.1
	4.0

	NLOS Industrial
	27.5
	3.7
	1.0
	3.7
	6.7

	NLOS Cinder Block
	7.8
	7.3
	1.0
	7.3
	7.7
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Figure 6: Results for PAP02 Task 6 Non-LoS Indoor Model
Many of the measurements for the PAP2 Task 6 model were taken with transmitters and receivers located in hallways with measurement distances ranging from 5 and 45 meters.  The graphs in figure 6 therefore, are limited to the 5 to 45 meter range and assume the greater of free space loss or model-predicted path loss to eliminate the impact of wave-guiding affects with hallway measurements. 

5.2.1.2.5 Indoor Model Comparison
With the exception of the NIST PAP02 – Task 6 Model, the other three models are based on an office environment. The configurations used as the basis for the models differ thus resulting in significant differences in the path loss predictions. The first difference to notice is the loss dependency relative to distance, ranging from 30 dB per decade for the ITU-R M.1225 model to 43.3 dB per decade for the ITU-R M.2135-1 model and up to 87 dB per decade for the PAP02-Task 6 Office Model for d > 10 meters.
The WINNER II and ITU-R M.2135-1 indoor path loss models both assume that penetration losses between 2000 and 6000 MHz are independent of frequency. Since these models are based on measurement data at 2000 and 5000 MHz this conclusion suggests that the indoor penetration losses are dominated by loss due to reflections as opposed to absorption losses in the wall material. Except for the residential case, the PAP02 – Task 6 model does predict an increase in excess loss with increased frequency as indicated by the increase in the parameter n1 at 5000 MHz. 
The four indoor models are compared at 2000 MHz in Figure 7. The plot for the WINNER II model is for corridor-to-room with a single “light” wall penetration. As a point of reference, the dashed line represents the free space path loss.
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Figure 7: Comparison of four indoor PL models for office environment
Indoor path loss models will play a key role in coverage analysis for HANs and, although these models are based on office environments, they can be applied to residential environments using the predicted penetration loss for “light” walls; 3.9 dB (COST231) to 5.0 dB (WINNER II) per wall. 
5.2.1.2.6 Floor-to-Floor Penetration Losses in Multilevel Buildings
Meeting the challenge of connecting basement-located meter clusters to individual households and businesses in multi-level apartment and office buildings is of great interest to utilities. Getting a reasonably accurate prediction for floor-to-floor penetration loss is essential for assessing the performance limitations for this use case. 
The following table compares floor loss between the ITU and WINNER II indoor models and measurement data at 1900 MHz for three commercial office buildings [Ref 
,
]. The measured data includes, in parenthesis, the standard deviation for the multiple measurements done in conducting the tests. Although there are differences between these and other floor loss projections found in the literature, most likely attributable to the varied design and materials in the buildings used for the measurements, they all predict a higher attenuation for the first floor penetration and a lower attenuation for additional floors. The data for building #3 in fact showed virtually no change in loss after the first floor penetration.  The measurement results shown in the table also indicate a reduced spread in the collected data with increased floor penetrations. Unfortunately no measurement data could be found for buildings beyond 5 stories. 
The spread in the predictions between the two indoor path loss models for multiple floor penetrations is significant. Comparing the model predictions with the measured data at 1900 MHz suggests that a better estimate for penetration loss beyond the first few floors lies somewhere between what the two models predict.

[image: image2.emf]Number of  Floor  Penetrations  Measured Path Loss at 1900 MHz  [PL(σ)]  Predicted Path Loss  

Bldg #1   In dB  Bldg #2   In dB  Bldg #3   In dB  ITU - R  M.1225  Model (dB)  WINNER II  Model   (dB)  

1  31.3 (4.6)  26.2 (10.5)  35.4 (6.4)  18.3  17.0  

2  38.5 (4.0)  33.4 (9.9)  35.6  (5.9)  33.5  21.0  

3   35.2 (5.9)  35.2 (3.9)  43.6  25.0  

4   38.4 (3.4)   51.1  29.0  

5   46.4 (3.9)   57.1  33.0  

6     62.2  37.0  

 


The following table summarizes the key differences between three of the indoor path loss models discussed in this section. None of the models predict a difference in excess path loss with frequency. 
	Indoor Model
	Frequency
	Path Loss Exponent
	Wall Loss
	Floor Loss

	ITU-R M.1225/COST231
	2000 MHz
	3.0
	3.4 to 6.9 dB per wall
	18.3 + 15 + 10 + 7.5 dB

	WINNER II
	2000-6000 MHz
	3.68
	5 to 12 dB per wall
	17 dB + 4 dB/Floor

	ITU-R M.2135-1
	2000-6000 MHz
	4.33
	Included in path loss exponent
	Not specified


[image: image17.png]A'rm = 8KPpy/Chan Goodput




Figure 8: RF exposure limits and EIRP
5.2.1.2.7 Indoor Model Summary
The differences in the predicted path loss for the four indoor models described in this section illustrate the limitations of the approach used to derive mathematical models. With indoor environments, it is especially difficult to identify a “typical” measurement environment from which to generate a mathematical model that would be generically applicable for either residential, office, or industrial environments. Factors such as building construction, types of materials, room layouts, along with the varied location, amount, and types of furnishings greatly impact the path loss data. At some frequencies, wave-guiding effects with transmitters and receivers located in hallways can also decrease path loss to values less than free space loss. Additionally, measurement data is often taken with tripod-mounted equipment with antenna heights that may not represent a permanent deployment which would generally have access points mounted at ceiling height. Indoor measurements can also be affected by structures and furnishings located within the near-field region of the transmitting antenna. The combination of these factors greatly complicates the data analysis and the subsequent derivation of a generic indoor path loss model. 
Figure 7 can be used as a guide for judging which indoor model is most applicable for analysis and comparative purposes. The graph shows reasonably good correlation between the PAP2 Task 6, WINNER II, and ITU-M.1225 models for path lengths less than 15 meters whereas the two ITU models correlate quite closely for path lengths greater than 15 meters. Whichever indoor model is used it is important to be conservative in applying the predicted results for planning or estimating equipment requirements. In cases where unique environments are being considered, which may be the case for meter clusters in basement locations; it would be desirable to conduct on-site field tests to supplement the model predictions before committing to a permanent deployment. 
5.2.1.3 Large Scale Outdoor Path Loss Models

In this section we look at a number of commonly used path loss models that can be considered for terrestrial “last mile” coverage analysis for assessing the suitability of wireless technologies for smart grid communications networks. All of these models have been derived from field measurements and, based on how and where the measurements were made, have some constraints that must be carefully considered before they are applied to any specific deployment scenario. The goal of this section is to provide a greater understanding of the benefits and limitations in using these models to predict total propagation path loss and ultimately provide an estimate for range and coverage for the wireless technology being considered for terrestrial wireless WAN, FAN, AMI, or backhaul deployments.
For Smart Grid wireless communication “last mile” network analysis, utilities require path loss models for outdoor terrestrial applications that are easy to apply and meet the following requirements for outdoor located base stations:

· Frequency Range: Path loss model must cover 700 MHz to 6000 MHz
· Base Station Antenna Height Range: 7 to 100 meters, below and above roof-top levels

· Terminal or Subscriber Station (SS) Antenna Height Range: Sub-grade to 2 meters above grade for exterior locations and 1.5 to 6.5 meters for interior locations for FANs and 1.5 to 10 meters for WANs.
· Special Situations: Terminals located in meter vaults, below grade, and in basement locations

· Rural Regions: Ranging from flat open areas to hilly or mountainous terrain with and without foliage

· Suburban Regions: 1 to 3 story residential with some commercial

· Urban Regions: Commercial and Industrial, large 1 to 4-story buildings, low foliage
· Dense Urban Regions: High rise residential and enterprise buildings
For outdoor located base stations several commonly used path loss models will be looked at in some detail and compared to the above requirements. Additionally, models developed specifically for predicting attenuation due to foliage and propagation path obstacles will be presented. This will lead to a suggested modification to one of the path loss models to provide a single path loss model that more closely fits the above utility requirements for suburban and rural areas over the frequency range of interest.

The large scale terrestrial models that will be reviewed are listed in the following table.
	Path Loss Model
	Applicable Frequency Range

	Hata-Okumura Model
	150 MHz to 1500 MHz

	COST231-Hata Model
	1500 MHz to 2000 MHz

	WINNER II Path Loss Model
	2000 MHz to 6000 MHz

	ITU-R M.2135-1
	2000 MHz to 6000 MHz
450 MHz to 6000 MHz (for rural)

	Erceg-SUI (Stanford University Interim) Model
	1800 MHz to 2700 MHz


For simplicity in this discussion we will ignore the standard deviation that would apply to each of these models to account for the spread in the actual measured data as compared to the curve fit for the derived formulae. This zero-mean, log-normally distributed term can be taken into account when determining the link budget in the form of fade margin, a topic discussed later in this section. The fade margin will account for both slow log-normal shadow fading and fast fading with a value selected to meet a specific link availability goal. 
For outdoor-to-indoor and indoor-to-outdoor propagation, building penetration loss must also be factored into the path loss or may be included in the link budget calculation. Both fading and penetration loss will be discussed further in following sections.
5.2.1.3.1   Hata-Okumura Model
Okumura’s model is one of the first large scale models developed for wide area propagation and coverage analysis. The Okumura model is based on experimental data collected in the 1960s in the city of Tokyo, Japan [Ref 
] in the 900 MHz band. In 1980 M. Hata developed an expression to fit the path loss curves derived by Okumura [Ref 
]. The formulation for the Hata-Okumura model which is considered applicable from 150 MHz to 1500 MHz is:

For urban deployment the Path Loss in dB is given by:

PLurban dB = 69.55 + 26.16Log10(f) - 13.82 Log10(Th) - a(Rh) + [44.9 - 6.55Log10(Th)]Log10(d)
a(Rh) =  8.29[Log10(1.54Rh)]2 - 1.1,       for 150 < f ≤ 200 MHz for Large city
a(Rh) = 3.2[Log10(11.75Rh)]2 - 4.97,      for 200 < f ≤ 1500 MHz for Large city
a(Rh) = (1.1Log10(f)-0.7)Rh - (1.56Log10(f)-0.8),    for Small to Medium size city
For Suburban and Open Area deployments the Path Loss is given by PLsuburban dB and PLopen dB  respectively.

PLsuburban dB = PLurban in dB - 2*[Log10(f/28)]2 - 5.4
PLopen dB = PLurban dB - 4.78*[Log10(f)]2 + 18.33*Log10(f) -40.94

where:

d = path distance in km valid from 1 km to 20 km
f = frequency in MHz

Th = base station antenna height valid from 30 m to 200 m (must be higher than 
         average rooftop or hill height)

Rh = subscriber station or terminal antenna height from 1.0 m to 10 m
In addition to the limited frequency coverage, a significant limitation for the Hata-Okumura model is the requirement that the base station antenna height must be higher than the average building height in the coverage area. Within these constraints, the model has proven to be an effective planning tool for cellular networks in the lower frequency bands.
5.2.1.3.2   COST231-Hata aka Modified Hata Model

The COST231- Hata model represents an extension of the Hata-Okumura model to cover frequencies higher than 1500 MHz [Ref 
]. The COST231 path loss model is considered valid from 1500 to 2000 MHz and has been used extensively to analyze coverage for mobile communications in the 1900 MHz band.

The COST231-Hata model, with a slight modification
, is specified in the 3GPP2 evaluation methodology for CDMA2000 [Ref 
]. The formulation for the COST231-Hata path loss model is given by:
PL dB = A+BLog10(f) – 13.82Log10(Th) – a(Rh) + [44.9-6.55Log10(Th)]Log10(d) + 0.7Rh+C

Where:

d = path length in km

f = Frequency in MHz from 1500 MHz to 2000 MHz

A = 46.3

B = 33.9

Th = Base Station Antenna Height from 30 m to 200 m (must be higher than average roof-top height)

Rh = Subscriber Station Antenna Height from 1.0 m to 10 m

For Urban Environments:

a(Rh) = 3.2*[Log10(11.75*Rh)]2 – 4.97 and C = 3 dB

For Suburban Environments:

a(Rh) = [1.1*Log10(f)-0.7]*Rh – [1.56*Log10(f)-0.8] and C = 0

The limitations of the COST231-Hata model are similar to the Hata-Okumura model, namely, limited frequency coverage and the requirement that base station antenna heights must be above surrounding roof-tops.
5.2.1.3.3   WINNER II Model

The WINNER II project, initiated in 2006 as an extension to WINNER I, is a consortium focused on technologies for IMT-2000. One key output of this effort is the development of path loss models covering the frequency range from 2000 MHz to 6000 MHz using a combination of information available in the literature and applicable measurements contributed by the consortium members. The output is a collection of models for both LoS and Non-LoS for both indoor and outdoor venues [Ref  
]. 

The following three variants of the WINNER II models are selected for description in this section.
C2 – Urban Macro-cell, N-LoS:
P LdB = [44.9 – 6.55Log10(Th)]Log10(1000d) + 34.46 + 5.83Log10(Th) +  23Log10(f/5000)

C1 – Suburban Macro-cell, N-LoS: 
P LdB = [44.9 – 6.55Log10(Th)]Log10(1000d) + 31.46 + 5.83Log10(Th) + 23Log10(f/5000)

D1 – Rural Macro-cell, N-LoS: 
PLdB = 25.1 Log10(d) + 55.4 – 0.13 Log10(Th-25) Log10(d/100) – 0.9 Log10(Rh-1.5) + 21.3 Log10(f/5000)
Where:

d = Path length in km

f = Frequency in MHz from 2000 MHz to 6000 MHz

Th = Base station antenna height in meters 25 m to 100 m (higher than roof-top height) 

Rh = Terminal antenna height in meters  > 1.5 m
5.2.1.3.4   ITU-R M.2135-1 Model

ITU-R M.2135-1 provides recommendations for IMT-Advanced
 and specifically lays out the guidelines for the IMT-Advanced technology evaluation methodology [Ref 
 ]. It has been adopted by both LTE and WiMAX/IEEE 802.16 as an evaluation methodology. The path loss models adopted for ITU-R M.2135-1 are based on the WINNER II path loss models.

As with WINNER II several deployment scenarios are defined, each with specific recommendations for base station and terminal antenna heights. The ITU-R M.2135-1 formulation requires two additional parameters; average building height and average road width thus making it somewhat more difficult for city to city comparisons. Average road width provides a means to indirectly infer building density.

Since the values for building height and average road width can be used to differentiate between urban, suburban, or rural macro-cells, a single formulation applies for all three demographic scenarios. Recommended values for building heights, road widths, and antenna heights for each geographic area are provided for the purposes of IMT-Advanced technology evaluations but the formulation is considered valid for a wide range of building heights and road widths. The ITU-R M.2135-1 formulation is:

PLdB = 161.04 – 7.1 Log10 (W) + 7.5 Log10(H) – (24.37 – 3.7(H/Th)2)Log10(Th) + (43.42 – 3.1Log10(Th))*(Log10(1000d) – 3) + 20Log10(f/1000) – (3.2(Log10(11.75 Rh))2 -4.97)
Where: 
d = Path length in km
f = Frequency in MHz applicable from 2000 MHz to 6000 MHz for urban and suburban environments and 450 MHz to 6000 MHz for rural environments

W = Average road in meters from 5 m to 50 m

H = Average building height in meters from 5 m to 50 m

Th = Base station antenna height in meters from 10 m to 150 m (must be above average building height)

Rh = Terminal or subscriber station height in meters from 1 m to 10 m

Although this model accommodates lower base station antenna heights, as with the previous models the base station antenna height must still be above the surrounding roof-tops. There is another variant of the ITU-R M.2135-1 model however, that does support base station antenna heights below roof-tops. 

Described as Urban Micro-cell, this model is based on a Manhattan-like grid layout specifically for Base Station antenna heights well below the rooftops of surrounding buildings. The effective coverage area for this scenario is defined by signals propagating along streets on which the base station is located and diffracting around the corners of buildings along streets that are perpendicular. Except for blockages due to passing vehicles outdoor mobile stations along the street on which the base station is located will be mostly LoS while outdoor mobile stations on perpendicular streets will receive signals diffracted around the corners of buildings. These signals will typically be stronger than signal components penetrating through the buildings to reach the same endpoint. This model also includes a formulation to cover outdoor-to-indoor paths which would be of greatest interest for Smart Grid FAN applications. 
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Figure 9: Various transmission paths for urban micro-cell
For non-LoS outdoor, assuming a hexagonal cell layout, BS antenna height at 10 meters, SS antenna height from 1-2.5 meters, and a street width of 20 meters, the formulation is:

PLdB = 36.7Log10(d) + 22.7 +26Log10(f)

For: 10 m < d < 2000 m and 2000 MHz < f < 6000 MHz

For the outdoor-to-indoor scenario, the channel model comprises an outdoor component, an indoor component, and a value for penetration loss which, in general, is dependent on the angle of incidence to the building. For an unspecified angle of incidence, the building penetration loss is assumed to be 20 dB. 

The formulation, assuming a hexagonal cell layout, BS antenna height of 10 m, and a SS antenna height between 1 m and 2.5 m is:

PLdB = 20 dB + PLout + PLin
For the outdoor component the distance is defined as the distance from the base station to the wall next to the indoor terminal and the distance for the indoor calculation is assumed to be evenly distributed between 0 m and 25 m, i.e. 12.5 m. 
5.2.1.2.5   Erceg-Stanford University Interim (SUI) Model
The Erceg model is a statistical path loss model based on propagation data collected in 95 different suburban environments throughout the United States at or close to a frequency of 1900 MHz [Ref  
, 
]. To cover the range of encountered terrain and foliage characteristics for the data analysis, the environments were broken down into the following terrain categories.

· Terrain Type A:  Hilly with moderate to heavy tree density.
· Terrain Type B:  Hilly with light tree density or Flat & moderate to heavy tree  density

· Terrain Type C:  Flat with light tree density

The time of year was such that in most of the test locations leaves were on the trees, thus representing a worse case path loss scenario. Base antenna heights were in the range of 12 m to 79 m.

This model is especially interesting for Smart Grid network applications in that it is based on measurements taken in areas throughout the United States representative of rural and suburban areas of interest to the utilities companies at base station antenna heights close to what utility requirements have specified.

The formulation for the Erceg-SUI model is:

PLdB = 20Log10(4π d0 /λ) + 10(a-b*Th+c/Th)*Log10(d/ d0) + 6Log10(f/2000) –Xlog10(Rh/2)

Where:

Th = Base station antenna height in meters

Rh = Terminal or subscriber station antenna height in meters

d0  = 100 meters, λ = wavelength in meters, f in MHz, d in meters

The remaining parameters are terrain dependent and defined as follows:
	Parameter
	Terrain Type A
	Terrain Type B
	Terrain Type C

	a
	4.6
	4.0
	3.6

	b
	0.0075
	0.0065
	0.005

	c
	12.6
	17.1
	20


	0


5.2.1.3.6 Comparing Large Scale Path Loss Models to Smart Grid Requirements

All of the large scale outdoor models discussed have limitations with respect to meeting the deployment requirements for Smart Grid applications that were outlined in section 5.2.1.3. No single model as described covers the entire frequency band of interest thus necessitating the need to apply at least three different path loss models to evaluate spectrum differences over the desired 700 MHz to 6000 MHz frequency range. This can be an issue for technology comparative purposes since it is not assured that any two models will produce a similar result at a frequency considered valid for the two models. 

Other limitations of these models are summarized in the following table.
	Path Loss Model
	Limitations
	Smart Grid Requirements

	Hata-Okumura

150 MHz to 1500 MHz
	-BS antenna height ≥ 30m & above roof tops

- Favors urban/suburban environments

- Limited frequency coverage
	-BS antenna height from 7 to 100 meters above and below rooftop heights

- Urban, suburban, rural (with foliage, hills, & valleys)

- Applicable from 700 MHz to 6000 MHz 



	COST231-Hata

1500 MHz to 2000 MHz
	-BS antenna height ≥ 30m & above roof tops

- Limited frequency coverage
	

	WINNER II

2000 MHz to 6000 MHz


	-BS antenna height ≥ 25m & above roof tops

- Limited frequency coverage 
	

	ITU-R M.2135-1

2000 MHz to 6000 MHz

450 MHz to 6000 MHz (For rural)
	-BS antenna height must be above roof tops

- Limited frequency coverage for urban & suburban
	

	ITU-R M.2135-1

Urban Micro-cell
	-BS antenna height fixed at 10 meters

- Limited range for SS antenna height

- Manhattan-like grid structure

- Limited frequency coverage
	

	Erceg-SUI

1800 MHz to 2700 MHz 
	-BS antenna height ≥ 10m

-Based on suburban/rural measurements

- Limited frequency coverage
	


To specify or recommend a model to meet Smart Grid requirements it will be necessary to develop a new model based on extensive field measurements in varied environments or consider modifications to one of the existing models to increase its applicability. For the latter approach we have to look at some additional path loss models.

5.2.1.3.7 Path Loss Due to Foliage

Accurately predicting propagation path excess loss due to foliage, as has been pointed out in numerous studies, is a complex process. Based on information reported several conclusions can be drawn with respect to path loss due to foliage.  
· Vertical polarization is higher attenuation than horizontally polarized signal in lower frequency bands

· Increases with frequency

· Does not increase linearly with depth of foliage

· There is a limiting value since signal will diffract around foliage

· Is dependent on type of tree or foliage a 3:1 range in attenuation coefficient was found in a University of Texas study [Ref 
]

· Higher attenuation when trees are fully leaved

· Higher attenuation when trees are wet

Despite the above variations that complicate the adoption of a single universally applicable model, attempts have been made to derive closed form expressions to characterize excess path loss due to foliage [Ref 
].

Three easy to apply models for excess loss due to foliage (Lf in dB) are:

· Early ITU model  [Ref 
]: Lf = 0.20 x f 0.2 df 0.6
· Optimized or fitted ITU-R (FITU-R) Model [Ref 
] for foliage in leaf: Lf = 0.39 x f 0.39 df 0.25
· Weissberger model [Ref 
]: Lf =  0.0633 x f 0.284 x df 0.6    for df  ≤ 14 m
 Lf =  0.187 x f 0.284 x df 0..588   for 14 m <  df  ≤ 400 m
Where:  f is in MHz and df   is the depth of foliage in meters.
The following graphs provide some comparisons between these three models over the spectrum of interest and for foliage depths of 50 m and 150 m. Figure 11 shows the foliage loss predicted by Weissberger’s model for foliage depths up to 400 meters.
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Figure 10: Comparison of foliage models
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Figure 11: Foliage loss predicted by Weissberger’s model

5.2.1.3.8 Path Loss Due to Path Obstructions

Except for the Erceg-SUI Model, all of the large scale path loss models discussed above are based on scenarios for which the base station antenna height is at or above surrounding rooftops thus avoiding the possibility of obstacles blocking the signal path prior to diffracting over roof edges for coverage at street level as illustrated in figure 12.
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Figure 12: Diffraction over roof-tops for street level coverage
Over the years numerous models and algorithms have been developed with varied complexity to predict the path loss due to terrain obstacles. The Epstein-Peterson Diffraction Model, presented in this section, appears to be a reasonable compromise between prediction accuracy and ease of use [Ref 
].

The formulation for diffractive loss, (Ld in dB),  due to an obstruction is as follows:

Ld (in dB) = L(v,0) + L(0,p) + L(v,p)

Where:
       L(v,0) = 6.02 + 9.0v + 1.65v2 ;      for -0.8 ≤ v ≤ 0
       L(v,0) = 6.02 + 9.11v - 1.27v2 ;     for  0 < v ≤ 2.
       L(v,0) = 12.953 + 20LOG(v) ;       for  v > 2.
and
       L(0,p) = 6.02 + 5.556p + 3.418p2 + 0. 256p3
and  
       L(v,p) = 11.45vp + 2.19(vp)2 - 0.206(vp)3 - 6.02;      for vp ≤ 3
       L(v,p) = 13.47vp + 1.058(vp)2 - 0.048(vp)3 - 6.02;    for 3 < vp ≤ 5
       L(v,p) = 20vp  - 18.2 ;        for vp > 5
p = 0.676R0.333 f -0.1667 (d/d1d2)0.5 ;  Where R = obstacle radius in km, f in MHz, 
      and d = d1 + d2
v = h [2 d/(λd1d2)]0.5 = h[fd/(150d1d2)0.5] ;    f in MHz, h is the obstruction height in meters, d in m

For R = 0 (denoting knife-edge);  L(0,p) = L(v,p) = 0, and Ld = L(v,0)

The following plot for diffraction loss assumes a 500 meter path length and path obstructions of 0.5m, 1.0 m, and 2.0 m.
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Figure 13: The Epstein-Peterson diffraction model
For multiple path obstructions, each obstruction is treated separately and then added to yield the total path excess loss due to obstructions. This is illustrated in the following diagram.
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Figure 14: Accounting for multiple terrain obstacles
5.2.1.3.9   Modified Erceg-SUI Model

Although any of the large scale path loss models described to this point may be selected and applied to a specific smart grid use case under conditions that fit the constraints of the model being used, the more extreme smart grid requirements cannot be met with the formulations as they are described. The Erceg-SUI model comes closest to meeting the stated goals at least for suburban and rural regions since the testing environments did in fact include foliage and hilly terrain in conjunction with relatively low base station antenna heights. However, as is also the case for the other path loss models the frequency range for which the Erceg-SUI is considered valid is limited to a small portion of the required 700 to 6000 MHz range. 

Further study of the Erceg-SUI path loss expression suggests that a simple modification to the term that determines the sensitivity of excess loss to frequency can increase the applicability of the Erceg-SUI model over a broader frequency range. The proposed modification is
:
The term, 6 Log10(f/2000),  is modified to:  6(1 + ak/Th) Log10(f/2000).
For k>0 this will have the effect of increasing the excess loss frequency dependency without altering the path loss at 2000 MHz, the frequency at which the original data was collected. The modification also results in a frequency dependency that is greater with lower base station antenna heights as would be expected since the impact of foliage and losses due to obstacles will be more significant with lower antenna heights. The resulting formulation for total path loss is then:

PLdB = 20Log10(4π d0 /λ)+10(a-bTh+c/Th)Log10(d/ d0) + 6(1 + ak/Th) Log10(f/2000) -   
 XLog10(Rh/2) 

The following table shows the resulting excess loss frequency dependency, referenced to 2000 MHz, in dB per octave, for k = 4. The row with k = 0 represents the excess loss frequency dependency for the original Erceg-SUI formulation. The proposed modification results in an excess loss dependency on frequency, relative to 2000 MHz, that increases with lower base station antenna heights. This is consistent with the expectation that excess loss due to foliage and terrain obstacles would be more significant with lower antenna heights. For comparative purposes the following table includes the excess loss frequency dependency for the other large scale terrestrial path loss models discussed thus far.

	Path Loss Model
	k
	Th
	PL Frequency Dependence in dB/octave

	
	
	
	Type A
	Type B
	Type C

	Erceg-SUI Model
	0
	Any
	1.81 dB
	1.81 dB
	1.81 dB

	Modified Erceg-SUI Model
	4
	80 m
	2.22 dB
	2.17 dB
	2.13 dB

	
	4
	50 m
	2.47 dB
	2.38 dB
	2.33 dB

	
	4
	30 m
	2.91 dB
	2.77 dB
	2.67 dB

	
	4
	10 m
	5.13 dB
	4.70 dB
	4.41 dB

	
	Urban
	Suburban
	Rural

	Hata-Okumura
	30 m
	1.85 dB
	1.38 dB
	

	COST231-Hata
	30 m
	4.18 dB
	3.71 dB
	

	WINNER II
	25 m
	0.9 dB
	0.9 dB
	

	ITU-R M.2135-1
	25 m
	0.0 dB
	0.0 dB
	0.0 dB


To test the validity of this modification of the Erceg-SUI model over a wider range of frequencies a comparison is made with the excess loss predicted by the modified Erceg-SUI model for a 1 km path length with excess loss predicted by the Weissberger foliage model and the Epstein-Peterson diffraction model for a 175 meter foliage depth and single 2 meter path obstruction respectively.
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Figure 15: Foliage and diffraction loss compared to Modified Erceg-SUI model
As the chart illustrates, this proposed modification to the Erceg-SUI path loss model provides a reasonably close match to what is predicted by foliage loss based on the Weissberger model or obstruction loss based on the Epstein-Peterson model or, alternatively, a combination of the two.  

5.2.1.3.10 Meeting Smart Grid Deployment Requirements

In the previous sections several large scale path loss models for terrestrial applications have been discussed. It was shown that a modified version of the Erceg-SUI model could be applied for suburban and rural environments over the desired frequency range with a range of base station antenna heights consistent with Smart Grid deployment requirements. Identifying a suitable path loss model for urban areas proved far more challenging. Three different models are necessary to cover the spectrum requirements and no solution was found to be valid for base station antenna heights below the surrounding roof-top heights in the 700 MHz to 2000 MHz band. Although there are multiple options that are considered valid for analyzing urban regions with base station antenna heights above neighboring building heights, care must be exercised when analyzing the data since, despite similar parameter assumptions, the range predictions will not be exactly the same. It is especially important when comparing multiple wireless technologies that the same path loss model be used with each of the technologies. For example, using the Hata-Okumura model at 1500 MHz for Technology A and COST231-Hata at 1500 MHz for Technology B will not be a fair comparison because the differences in the models will mask any differences that exist between the two wireless technologies. 

The following table provides a summary for the large scale terrestrial path loss models discussed in the preceding sections.

	Deployment Area
	700 MHz to 
1500 MHz
	1500 MHz to 
2000 MHz
	2000 MHz to 
6000 MHz

	Urban Area with BS antenna above average roof-top height
	Hata-Okumura
	COST231-Hata
	WINNER II or ITU-R M.2135-1: Either model can be used. The ITU model provides a more conservative range estimate and takes building height and density into consideration. 

	
	Both of these models have been used extensively over the years. Be aware however, the range predictions differ considerably at 1500 MHz, where they are both considered valid models. At 2000 MHz there is reasonably good correlation between COST231-Hata and the WINNER II and ITU-R M.2135-1 models.
	

	Urban Area with Base Station antenna at 10  m or less
	There does not appear to be a proven solution in these frequency bands for base station antenna heights below surrounding building heights.
	ITU-R M.2135-1 Urban Micro-Cell: Although specifically defined for a Manhattan-like grid structure and fixed BS antenna height of 10 m, this model should be applicable in most urban centers

	Most Suburban or Rural areas with BS antenna heights from 7 m to 80 m
	Modified Erceg-SUI Model: This model was shown to be generally applicable to a wide range of suburban or rural deployments at base station antenna heights ranging from less than 10 m to 80 m over the entire 700 MHz to 6000 MHz frequency range.

	Extreme Rural Terrain
	Epstein-Peterson Diffraction Model or Weissberger Foliage Model: These models can be used together or individually in conjunction with free space path loss predictions for more extreme rural terrain conditions. Not an ideal approach for PMP but can be a very effective approach for PtP deployments.


5.2.1.3.11   Extreme Terrain Characteristics
In the previous sections we have looked at five different, frequently used, large scale path loss models that have been developed for analysis of terrestrial wide area wireless networks in urban, suburban or rural areas. Additionally we have discussed specific models for excess loss due to foliage and diffractive loss due to terrain obstacles. Using the Erceg-SUI model as a basis, a modification to the formula has been proposed to improve the applicability of this model over a broader frequency range in suburban and rural environments with varied terrain and foliage characteristics.
From time to time it may be necessary, for rural areas, to estimate path loss for extreme propagation path conditions that do not appear to fall within the Erceg-SUI Type A terrain characteristics. An alternative approach for extreme conditions is to identify the worse case path conditions for a specific link within the desired coverage area and use GIS data, or equivalent, and apply the foliage model or terrain obstacle model, or both to determine excess path loss for the specific path under consideration. Adding this value to the free space loss provides an estimate for the total path loss for the worse case link. 

Other models generally used for point-to-point links, such as the Egli [Ref 
 ] or Longley-Rice models [Ref  
] can also be considered.

5.2.1.4 Atmospheric Absorption
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The question of atmospheric absorption is also often raised with respect to propagation. Fortunately for terrestrial WAN or FAN deployments in the frequency bands of interest and the typical path lengths encountered, atmospheric absorption is not significant. The anticipated losses are shown in the following graph derived from the formula developed in [Ref 
]. The plot for water absorption assumes 100% humidity at 30 oC. 
Figure 16: Atmospheric absorption from 1 GHz to 100 GHz

Although atmospheric absorption can generally be ignored for terrestrial applications in the frequency bands below 6 GHz (6000 MHz), it can be a performance factor in frequency bands above 10 GHz and with the longer path lengths that would be typical when satellite technologies are being considered for smart grid communication solutions.

5.2.1.5 Line of Sight (LoS) and Fresnel Zone Clearance

Backhauling DAPs and other remotely located sites will often require the use of point-to- point links and in some cases multiple or daisy-chained links. Making use of existing utility poles can prove to be a cost-effective means for establishing point-to-point links. There are no right-of-way issues and foliage is generally cleared along these routes so as not to interfere with the power lines, LoS or Near-LoS is therefore, assured. Relative antenna heights however, is still important and can be a major factor in the path loss estimation.. This is one application where the use of higher frequencies may prove to be an advantage. 
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For true LoS the propagation path must be clear of obstacles for a distance equal to or greater than the first Fresnel Zone
. In practice a general guideline is to assure that at least 60% of the first Fresnel Zone is clear of obstacles.

Figure 17: 1st Fresnel zone for point-to-point link
An expression for the first Fresnel Zone, F1, is given by:
F1 = 17.3 (d1d2/f D)0.5 ;  
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where d1 + d2 = D, the path length and f is frequency in GHz
Figure 18: Fresnel zone is wider at lower frequencies
In the above example for Tx and Rx antenna heights at 10 meters the earth represents an obstacle for well over 60% of the first Fresnel Zone at 700 MHz. In this scenario transmitted vertically polarized
 multipath reflections from the ground will arrive at the receive antenna in such a way so as to detract from the direct signal thus creating excess path loss. At the higher frequencies there is considerable clearance for the first Fresnel Zone and reduced likelihood of out-of-phase reflections. Note that at longer path lengths Earth’s curvature must also be taken into account when analyzing antenna height requirements for Fresnel Zone clearance.
5.2.2   Range and Coverage Analysis
The purpose of the coverage analysis is to predict the maximum range of a wireless technology for a given outage probability and a specified set of operating parameters. 

The range capability of a wireless technology helps determine its suitability for linking a particular pair of actors and predicts its coverage area in a point-to-multipoint topology. 

The outage criterion is the probability that the wireless transmitter-receiver link is not operational. It is expressed in terms of a probability due to the unpredictable behavior of RF propagation. It is often modeled as a stochastic process when accounting for the possible losses due to obstructions (shadowing) and reflections (multipath fading).

In the context of a point-to-multipoint wireless technology, coverage can be analyzed in terms of the maximum cell radius that a base station or access point can support. Within the cell coverage area, the outage probability varies, generally increasing for terminals/actors located at or near the cell edge. The outage criterion is expressed in terms of the average outage probability, averaged over all locations within the cell coverage area. A reported outage probability of 1%, for example, means that a terminal located at a random point in the cell has a 1% chance of being in outage. We define the outage probability as the probability that the received signal-to-interference + noise-ratio (SINR) is below the required SINR to operate the link. The required SINR depends on the wireless technology under consideration and serves as an input for the analysis. With a known transmit power the received SINR can be estimated by using the appropriate path loss model described in Section 5.2.1 together with suitable margins for fading, interference, and when applicable, penetration loss.

5.2.2.1 Link Budget

A Link Budget analysis accounts for all of the relevant network parameters and thus serves as an essential tool in the analysis and design of a wireless network. 

Control channels and data channels in wireless networks often use different features. Therefore the system gain and hence the link budget for control channels and data channels tend to be different. For example, during the network entry procedure when the bulk of the control messaging is exchanged in a wireless network, several features that enhance the link budget may not be used. These features are available however, for the data channels. These link budget enhancing features include: Hybrid Automatic Repeat Request (HARQ), MIMO, Beamforming, etc. 

The system gain (SysGain) and link budget (LB) must be calculated for the data channels and the control channels for both uplink (UL) and downlink (DL) traffic. The applicable link budget for projecting the range is the minimum of: DL Control Channel LB, UL Control Channel LB, DL Data Channel LB, and the UL Data Channel LB. 

To calculate the various link budgets, the following parameters are required:

a) Effective Isotropically Radiated Transmit Power (EIRP) in dBm (TxEIRP)

b) Receiver Sensitivity at lowest desired operating modulation and coding in dBm (RxSNS)

c) Combining Gains (HARQ gains, Repetition gain, etc…) in dB (CombGain)

d) Receiver Antenna + Amplifier gain in dB (RxGain)

e) Receiver Cable Loss in dB (CablLoss)

f) Fade Margins (Fm) to account for fades due to Shadowing and Multipath 

g) Interference Margin (Im) must include margin for both self-interference and inter-operator interference

h) Penetration Loss (Lp) when applicable for indoor to outdoor or outdoor to indoor paths

The combination of items a) thru e) is generally referred to as the System Gain and is given by:

           SysGaindB = TxEIRPdBm – RxSNSdBm + CombGaindB + RxGaindB – CablLossdB 

When determining the receiver sensitivity, RxSNSdBm , in either the uplink or downlink direction, it is important to carefully consider the required throughput requirements for devices located on the cell edge. With knowledge of the PHY layer and media access control overhead, (PHY-OH + MAC-OH), for the specific technology being considered, the acceptable cell edge modulation efficiency and code rate can be determined  to provide a required Eb/No and  SNR to meet the desired cell edge performance.

The Link Budget (LB) represents the maximum allowable path loss for acceptable performance for a specific channel at the cell edge and is given by the System Gain minus the margins allowed for fading, interference, and penetration loss.
 LB = MaxPLCH = SysGaindB – Fm – Im - Ip
The maximum system allowable path loss is given by the minimum MaxPLCH for all channels
 MaxPLsys = min (MaxPLCH  over all channels in either UL or DL direction)  

For an all-outdoor system fading is generally the dominant variable for assessing probability of an outage.  For a predefined system, the outage probability at a certain distance (d) from the base station or access point can be calculated as follows:

Fade Margin = MaxPLsys – PL (d) – Im








Where PL (d) is the path loss at a distance, “d”, as calculated by one of the path loss models in section 5.2.1

Assuming a certain dominant fading profile for an environment, (Lognormal, Rayleigh, or Rician), the outage probability is given by:

 Outage Probability = Probability (Random Fading > Fade Margin)
The above analysis can be done in reverse to calculate the maximum allowable range or, for ubiquitous coverage with a multi-cellular deployment, the maximum allowable base station–to-base station spacing to guarantee a specific outage probability.

Both the System Gain and Link Budget are closely linked to the smart grid use case that is being analyzed. Outdoor base station parameters for terrestrial wide area deployments are relatively independent of the of the Smart Grid use case. Typically these systems will be capable of transmitting at the maximum EIRP allowed by regulatory restrictions for the frequency band of operation and most solutions will support the many advanced antenna technologies supported by the applicable standard. There may be some exceptions for mixed deployment scenarios combining macro, micro, and pico-cells where base station EIRP limitations may be necessary to help manage inter-cell interference. For indoor deployments, as mentioned in section 5.2.1.2, base station EIRP limitations would generally be required to comply with human exposure safety requirements.  

In contrast to the base station the terminal or subscriber station characteristics will vary considerably depending on its role in the Smart Grid network. The terminal or actor location can also have a significant impact on the link budget and path loss. Since terminals will almost always be more limited in EIRP due to antenna and transmit power constraints and in some cases human exposure safety limitations, the UL system gain and link budget will generally be the limiting factor for range predictions.

Wireless terminals applicable to a variety of Smart Grid use cases can be described as follows:

· Fixed Outdoor-Mounted Terminal: This would be a typical installation for a DAP, sub-station, feeder line device, or other distribution or transmission facility. The terminal or subscriber station can be mounted on an existing utility pole or transmission tower, on top of or on the side of an existing structure, or on an existing 3rd party tower. For this type of installation the terminal can be equipped with a high gain directional antenna that is aligned relative to the base station to maximize received signal strength. With easy access to AC power, the uplink transmit power (TxEIRP) can be set to the maximum allowed by regulation. In summary this application  is characterized by:

· High Terminal Antenna Gain: Typically 12 dBi  to 17 dBi dependent on operating frequency and antenna size

· High Transmit Amplifier Power: 

· Relatively High Antenna Height: Typically 8 m to10 m or higher

· Vehicular-Installed Mobile Terminal: Equipping utility emergency vehicles with mobile wireless stations can provide a key communications link for disaster recovery as well as routine grid maintenance activities. Compared to the Fixed Outdoor Terminal, these installations are characterized by:
· Lower Antenna Gain: Must be omni-directional in azimuth, typically 6 dBi to 8 dBi

· Lower Antenna Height: Typically 2 m to 3 m if mounted on vehicle roof

· Lower Transmit Power: Must comply with human exposure safety requirements

· Fixed Indoor Self-Install Terminal: In a Smart Grid network this would apply to a remote office, a temporary quick-to-install station, or possibly a work-at-home situation for a key utility employee. For this application the link budget is impacted by:

· Antenna Gain: limited in size for convenience purposes, typically 6 dBi to 8 dBi

· Antenna Height: Typically 1 m to 3 m

· Lower Transmit power (EIRP): Must comply with human exposure safety requirements

· Building/Wall Penetration Loss: This can vary from 3 dB to 4 dB for a window-placed terminal in the 700 MHz band to more than 15 dB to 20 dB for a location well inside an urban building in the higher frequency bands.

· Wireless-Enabled Smart Meter: Smart meter locations can be located on outside walls or in electronic vaults in below grade locations. Size limitation would limit the antenna size and gain. 

· Antenna Gain: Requires an omni-directional antenna, gain typically -1.0 dBi to +1.0 dBi
· Antenna heights will typically be lower and locations can be indoor, below grade or housed in a cabinet
· Lower Transmit Power: Most locations will require limitations to meet human safety exposure limitations
· Mobile Hand-Held Device: This may not necessarily be a common application for Smart Grid since it can in most cases be covered with the use of public networks. Nevertheless for completeness it is worth including. Mobile hand-held devices have limited antenna size and lower transmit power. The transmit power is constrained by the battery capability. For this usage model the link budget and path loss model must account for:
· Lower Antenna Gain: Must be omni-directional, typically -1.0 dBi to 0 dBi
· Antenna Height: Typically 1.5 Meters
· Lower Transmit Power: Typically 200 mw or less
· Building/Vehicle Penetration Loss: To support indoor or in-vehicle operation
Taking all the above factors into account can result in significant differences in the system gain and link budget for various types of Smart Grid use cases. A Fixed Outdoor Terminal for backhauling a DAP compared to a Mobile Hand-Held device or wireless-enabled smart meter can result in 30 dB or more difference in link budget and up to 50 dB for indoor basement-located smart meters. 

5.2.2.1.1 Fade Margins

Fading in a propagation path is usually characterized as shadow fading which is slow or medium-term and fast fading. Shadow fading tends to be the dominant fading mechanism and is primarily due to obstructions in the propagation path. Shadow fading generally follows a Log-Normal distribution and fast fading, which is primarily due to multipath, is Rician distributed when a dominant signal is present, as is the case for a LoS or Near-LoS path, and is Rayleigh distributed when there is no dominant signal present. In the latter case it is simply the sum of Gaussian variables. Multipath fading has also been shown to follow a Nakagami distribution which is defined as the sum of multiple independent Rayleigh distributed signals. In any case fast fading due to scattering and multipath is generally not as significant as the deep fades caused by shadowing. 
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Figure 19: Comparison of shadow fading and fast fading
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In the link budget it is important to allow for sufficient fade margin to ensure sufficient link availability for terminals or actors at the cell edge. Since shadow fading, the dominant fading mechanism, is log-normally distributed it is a straightforward calculation to determine probability that the signal level at the cell-edge will be sufficient to maintain a specific level performance. Figure 20 shows the relationship between fade margin, standard deviation, and cell-edge availability.
Figure 20: Cell edge availability compared to fade margin and standard deviation

Typical fade margins for non-LoS propagation analysis are provided in the following table. These values are expected to result in an availability of at least 90% at the cell edge. It is important to emphasize that this does necessarily mean there is 10% likelihood that a complete outage will occur at the cell edge. Most well-planned deployments will specify a cell-edge performance requirement that will be several dB above the absolute threshold required to maintain the link. If, for example, cell-edge performance is based on operation with QPSK and ½ coding, support for HARQ with 6 repetitions will provide approximately 8 dB of additional margin before a complete outage occurs. The availability with respect to a complete outage at the cell edge is therefore approximately 99%.

	
	Indoor
	Urban Outdoor
	Urban Outdoor to Indoor
	Suburban, Rural, Types A, B, C Outdoor

	Std Dev (σ)
	4 to 8 dB
	6 dB
	7 dB
	8 dB

	Shadow Fade Margin (Fs)
	5.2 to 10.3 dB
	7.8 dB
	9.1 dB
	10.3 dB

	Fast Fade Margin
	2 dB
	2 dB
	2 dB
	2 dB

	Total Fade Margin (Fm)
	7.2 to 12.3 dB
	9.8 dB
	11.1 dB
	12.3 dB


For deployments in which higher availability is required or alternatively where lower availability may be acceptable the following curve provides a simple relationship between cell-edge availability and Fs/σ. 
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Figure 21: Cell edge availability versus Fs/σ

5.2.2.1.2 Interference Margin

Both self-interference and interoperator interference must be considered. If one has dedicated access to a block of spectrum interoperator interference will generally not be an issue but the effects of self-interference or cochannel interference (CCI) must be taken into account. Using a 3-sector cell as an example Figure 21 shows two frequency resuse schemes that can be employed. Reuse 1 requires less total spectrum for a given channel bandwdith but one must allow for sector to sector CCI and cell to cell CCI. Reuse 3 requires 3 times more spectrum but sector to sector CCI is replaced with adjacent channel interference (ACI) which is considerably less. Cell to cell interference is greatly reduced as well. Typical values for interference margin (Im) are:

· Reuse 1: Im = 2.0 to 4.0 dB   

· Reuse 3: Im = 0.5 to 1.0 dB   
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Figure 22: Frequency re-use with 3-sector base station

Inter-operator interference can be a significant factor when the same block of spectrum is shared with other operators and applications. This situation will arise with operation in the unlicensed bands, sharing with municipalities in the US public safety bands, or when using the 3650-3700 MHz “lightly-licensed” band. Typically, due to the higher incidence of network traffic, interference will be worse in higher density urban areas as opposed to what would be experienced in rural environments.

Some recommended margins for inter-operator interference are shown in the following table: 

	
	Urban
	Suburban
	Rural

	Inter-Operator Interference
	6 to 8 dB
	4 to 6 dB
	2 to 4 dB


5.2.2.1.3 Penetration Loss

For terminals or subscriber stations located in indoor environments, it is necessary to account for the resulting signal loss as it passes through the medium separating the outdoor base station and the indoor terminal.  When an RF signal hits an object, such as a wall, with dimensions larger than a wavelength a portion of the signal will be reflected and remainder will pass through the object with some additional loss before emerging on the other side. Arriving at a reasonably accurate estimate for the net penetration loss must take into consideration a range of factors including:

· Operating frequency

· Angle of incidence

· Wall or barrier material

· Wall or barrier thickness and surface texture

· Number of walls signal must pass through

· Existence and number of windows or openings in the wall

Many field tests have been conducted over the years at various frequencies. Some of these studies have investigated the impact of specific materials, such as plywood versus cinderblock walls while other studies have been conducted with various buildings with only a brief description of wall materials and other field studies included very limited or no information regarding the building type or wall materials. Most of these studies have been done at specific frequencies and in most cases there is a significant spread in the data. This makes it challenging to provide penetration loss predictions for the full frequency range of interest covering the many outdoor-to-indoor scenarios likely to be encountered in a Smart Grid network. Nevertheless it is of value to make this attempt with the limited data that is available. In the following table, penetration loss data has been taken from various sources [Ref
, 
, 
, 
] and shown in bold italics under the headings closely consistent with what was reported
. Other values have been inserted to fill out the table. The last row in the table provides a suggested margin that should be included in the link budget to account for the spread in actual penetration loss that can be expected over a range of building types in a typical geographical area.
	Frequency
	Inside Vehicle
	Indoor Residential
	Indoor Business, Industrial
	Indoor Basement
	Indoor Meter Vault

	700 MHz
	9.0
	7.5
	10 
	17
	27

	1000 MHz
	9.0
	7.7
	13
	18
	28

	2000 MHz
	9.0
	11.6
	20
	24
	30

	3000 MHz
	9.0
	13
	24
	28
	32

	4000 MHz
	9.0
	14
	27
	30
	34

	5000 MHz
	9.0
	15
	29
	31
	35

	6000 MHz
	9.0
	16.2
	31
	31.5
	36

	Suggested Margin (σ)
	5 dB
	5 dB
	6 dB
	6 dB
	8 dB


5.2.2.2 Deployment Trade-offs

In this section we look at some of the trade-offs that must be considered in any wireless deployment. Whether deploying in a high density urban area or a low density rural area achieving ubiquitous coverage with the minimum number of base stations is always a key planning goal. In addition to coverage, urban areas will also have capacity requirements to consider. In the following sub-sections we will look specifically at trade-offs with respect to range and coverage based on path loss predictions. While path loss is a primary factor for range predictions it is important to mention that it is not the only factor. A number of equipment and technology-related factors can also play a large role since, in many cases, wireless equipment designs are tailored to specific deployment scenarios. Path loss however, is a factor common to all land-based wireless systems so it is the key metric used in the following analysis.
5.2.2.2.1 Base Station and Subscriber Station Antenna Heights

All of the large scale propagation models have a term that describes the path loss dependency on the path length d, for d well beyond the near-field distance from the transmit antenna. This distance-dependent term, which is applicable in either the DL or UL direction, can be expressed as:
Total Path Loss (PL) vs Distance = 10nLog10(d)

Where n, generally referred to as the path loss exponent, is equal to 2 for free space and greater than 2 for obstructed or non-LoS paths. The path loss exponent is dependent on parameters derived from the measurement data and, in most cases, has a direct dependence on base station antenna height. The value of n is plotted in figure 23 for the different outdoor large scale models discussed in the previous sections. It is important to observe the rapidly increasing magnitude of n for BS antenna heights lower than 30 meters as predicted by the Modified Erceg-SUI path loss model. It is also of interest to note that, other than the WINNER II rural case the other path loss models exhibit the same distance dependency for the different deployment regions. Since these models specify that BS antenna heights must be above average surrounding roof tops, this is a realistic expectation.
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Figure 23: Path loss exponent relative to BS antenna height
The potential impact of the additional path loss due to lower BS antenna heights is best analyzed by looking at the impact on cell range and coverage. In the following figure the relative range predicted by the Modified Erceg-SUI model for base station antenna heights from 7 to 80 meters is plotted. 
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Figure 24: Base station antenna height impact on range prediction

The effective coverage area varies as the square of the range prediction. Being restricted to a base station antenna height of 7 to 10 meters can result in a need for 10 to 20 times as many base stations compared to having a 70 to 80 meter structure available for the base station to cover a specified geographical area. Since the relative base station antenna height has such a significant impact on range and coverage area it is worth looking at the alternative approaches in more detail to provide some insights to help evaluate the trade-offs based on several criteria including a qualitative cost comparison. In the following table we look at four possibilities for the base station deployment:

A. Use an existing utility pole 
B. Use an available neighboring structure

C. Lease existing tower space

D. Build dedicated standalone tower
	
	A) Existing Utility Pole
	B) Use Available Neighboring Structure
	C) Leased Tower Space
	D) Build Standalone Tower

	Availability & Location
	Large number of existing poles to select from for optimal coverage 
e.g. in utility easements or rights-of-way, as restricted by:
· Available space on the pole
· Utility pole usage standards

	Lower availability as compared to utility poles 

· Further restrictions for: a) structure suitability for equipment attachment, b) property (non-utility) access privileges, c) electrical power agreements with structure owner (non utility), d) required permitting
	Considerable lease tower options exist but existing towers may not:

· be optimally located for SG purposes

· have space available for additional antennas
	Locate suitable sites as restricted by:

· Reaching agreement(s) with current property owner(s)

· Gaining permits & jurisdiction approvals 

· Availability of backhaul and electric power options

	Time to Deploy
	Relatively short deployment times for existing poles

· Slightly longer deployment durations for new or replacement poles

· Some localities require additional permitting for higher than routine pole heights 
	More time than utility poles due to:

· Time to find & negotiate terms with property owner other than the utility

· To gain necessary permit(s) approval
· Performing structural analysis as required
	Considerable time investment, (but normally less than option D), to:

· Negotiate terms with tower owner

· Structural Analysis for leased tower space
· Gain permit(s) approvals e.g. NEPA requirements
	Considerable time investment to:

· Find suitable site

· Conduct geographic survey

· negotiate terms with property or tower owner

· Structural Analysis 

· Gain permits approvals e.g. NEPA requirements

· Deal with potential environmental impact issues

· Build new tower

	BS Height Limitations
	· Typically 7 to 15 meter antenna heights for utility distribution poles.

· Poles heights up to 30 meters are also commonly used, for special utility electric grid or telecomm purposes
· Permits frequently required for the higher pole heights especially in urban areas 
	· Multi story buildings, power plant structures are generally available for higher antenna heights than option A
· Unless the antenna heights are measurably higher than Option A, the range impact may only be marginally better

· Higher antenna heights may increase the observed RF noise floor in some areas and spectrum bands
	· Height restricted to space available on tower

· Restricted by capacity of tower to carry the additional antenna, mounting gear, cables, and antenna wind loading considerations
· Higher antenna heights may increase the observed RF noise floor in some areas and spectrum bands 
	· Can erect as high as permits and local building restrictions allow, possibly 60 to 110 meters

· Higher antenna heights may increase the observed RF noise floor in some areas and spectrum bands 

· FAA Tower lighting requirements and registration for new towers

	Relative Costs
	· Least expensive for both CapEx and OpEx on a per base station basis, but requires greater number of base stations to provide coverage as compared to the other options
· More backhaul points, but with potentially lower backhaul costs per base station due to reduced capacity needs than for the other options 
	· Generally greater CapEx than option A as driven by type and height of facility and the additional base station support structure requirements and facility structural analysis,  and any addition permitting

· Generally greater OpEx than option A as driven by property owner  lease or rental fees 
· Generally fewer base stations needed to provide the same coverage as option A
	· Lower CapEx for required equipment than option D, as offset by OpEx for tower space lease based on height placement on the tower.

· CapEx requires tower loading  / structural analysis.
· Requires fewer base stations needed to provide coverage than option A and some option B locations-heights.
	· Highest CapEx and OpEx costs per tower, but requires fewer base stations as compared to option A.

· Tower owner has the option to lease out unused tower space 
· Major CapEx items include: acquisition of land property, tower design /build-erection / materials, electrical power
· Fewer base stations needed to provide the same coverage as options A or B.
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The impact of subscriber station/terminal antenna height on range is shown in figure 25. In the path loss models, for the valid range of antenna heights, this factor is accounted for as a fixed quantity independent of path length and independent of frequency. From a deployment standpoint, especially in a FAN there is some control on the base station antenna heights but limited control on terminal antenna heights. Meter locations, for example, are already in place and must be dealt with wherever they are located. 
Figure 25: Terminal antenna height impact on range

5.2.2.2.2 Impact of Spectrum Choices

When spectrum choices exist for the deployment of a wireless network it is important to quantifiably assess the trade-offs. Based on the previous discussions on path loss models it is clear that spectrum choice will be a key factor in determining cell range and coverage. Figure 26 shows the predicted range relative to 2000 MHz assuming the same link budget over the total frequency range from 700 MHz to 6000 MHz with a base station antenna height of 7 and 30 meters for terrain type A. This analysis predicts approximately 4 to 1 difference in range which results in more than 15 times difference in coverage area for a 700 MHz deployment versus a deployment at 6000 MHz. For a LoS PtP case, assuming sufficient clearance for the 1st Fresnel zone, a 2 to 1 range difference is predicted.
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Figure 26: Range dependency on frequency

To completely assess the frequency trade-offs other factors must also be considered. The above analysis assumes the same link budget for frequencies between 700 MHz and 6000 MHz. It is important to point out that some of the advanced antenna techniques that are currently available for wireless deployments may not be practical in the lower bands. This has the effect of narrowing the range gap. 

Higher order MIMO systems for transmit and receive diversity are becoming more and more prevalent. For best results these techniques require a high degree of de-correlation between the antennas. For 2nd order MIMO systems dual polarization can be used effectively in any of the frequency bands being considered without having to provide a large separation between the antennas to ensure the signals are uncorrelated [Ref 
]. For higher order MIMO antenna systems however the antenna separation would have to be in the order of 3 to 5 wavelengths to maintain sufficient de-correlation between the antennas for good receive or transmit diversity performance. Since the wavelength at 700 MHz is almost 0.5 meters, these antenna systems would not be practical in these lower frequency bands.

Beamforming is another approach that can be considered to improve the system gain in the higher frequency bands but would be impractical in the lower bands due to the size. These systems call for arrays of 4 to 8 antennas spaced 0.5 wavelengths apart. A 4-antenna array in the 700 MHz band would be in the order of 3 meters to 5 meters in width. 

Taking these factors into consideration plus higher antenna gains can result in a 6 dB to 8 dB higher link budget at 6000 MHz compared to 700 MHz thus reducing the range difference to less than 3:1. This is still a significant difference however, in that it requires almost 10 times as many base stations at 6000 MHz for ubiquitous non-LoS coverage for a given geographical area as compared to the base station requirements for a 700 MHz deployment.
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To achieve true LoS with point-to-point links antenna heights must be selected to provide adequate Fresnal zone clearance as was discussed earlier. A good guideline is 60% but in general one would like to plan for full clearance anticipating that propagation path changes occurring over time might eventually infringe on the 1st Fresnel zone. This requirement can also be somewhat more challenging in the lower frequency bands. If one end of a 700 MHz link is set at an antenna height of 10 meters, as shown in Figure 27, the other end of the link would have to be above 32 meters to provide 1st Fresnel zone clearance for a 3 km path length. On the other hand, any frequency above 2250 MHz would ensure clearance with antenna heights of 10 meters. Alternatively, if the antenna heights at each end of the link were limited to 10 meters, a 700 MHz link would be limited to a path length of less than 1 km to ensure 1st Fresnel zone clearance.

Figure 27: Comparing 700 MHz and 2250 MHz for 1st Fresnel zone clearance

5.2.3 Estimating Channel and Base Station Sector Capacity
In the determination of the range capability for a specific wireless technology it is necessary to specify a threshold SNR to meet an acceptable throughput performance and link availability for subscriber stations or actors located at the cell edge. 

Many of the subscriber stations or actors located randomly throughout the coverage area will experience significantly higher SNRs and thus be capable of higher throughput performance and higher availability. 
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Assuming a uniform distribution of subscriber stations, the SNR relative to the cell edge performance can be determined based on the specific path loss model used and the base station antenna height. The plot in figure 28 relates the percentage of coverage area for the SNR compared to the cell edge for different values of the path loss exponent. 
Figure 28: Signal-to-Noise Ratio and cell coverage area
The higher SNR that prevails over a large percentage of the coverage area results in a higher link availability as well as enabling a percentage of subscriber terminals to operate at higher modulation efficiency. 

As described earlier the cell-edge link availability is determined by the fade margin and can be predicted by assuming shadow fading is a log-normally distributed random variable. Figure 29 shows the relationship between the availability at the cell-edge, in this case 90%, and the predicted availability over the remainder of the coverage area. Note that this applies to a single cell or base station and a terminal located at the cell edge whose connection is restricted to that base station. For a typical multi-cellular deployment, terminals or actors at the cell edge with omni-directional antennas will generally have access to more than one additional base station. This scenario results in a significantly higher availability due to the very low probability that deep fades will occur simultaneously on multiple propagation paths.
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Figure 29: Link availability relative to path length

Alternatively it may be of interest to look at the probability of an outage, where in this case an outage is defined as; “not meeting a specified data rate”. Whereas the probability of an “outage” is 10% at the maximum range, it is considerably lower at a reduced path length. 
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Figure 30: Outage probability relative to range
The effective spectral efficiency also increases for actors or users closer to the base station which translates directly to increased data throughput for those users. This is illustrated in the following figure which shows the relationship between signal-to-noise ratio (SNR) per symbol (Es/No) and the Symbol Error Rate (SER). Note that the graph, for illustrative purposes, assumes no Forward Error Correction (FEC). 

An increase in SNR of approximately 7.5 dB will result in an increase of the modulation efficiency from QPSK to 16QAM, a 2:1 improvement. A further SNR increase of about 6 dB to 64QAM provides an additional 50% increase in spectral efficiency while maintaining the same SER.
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Figure 31: Symbol Error Rate (SER) and Es over No
The addition of FEC can provide significant improvement in the SER or alternatively reduce the required threshold SNR for satisfactory performance. With respect to figure 31 the addition of FEC would, in effect, move the plots to the left by an amount dictated by the type and amount of FEC. FEC, of course, adds redundant bits to the transmitted signal resulting in a lower effective data rate for the same overall channel bit rate.
The following table provides a view of what may typically be supported with any specific wireless technology with a single transmit and single receive antenna in either the DL or UL direction. Many of today’s wireless technologies take advantage of advanced antenna systems including MIMO (Multiple Input Multiple Output). The use of multiple antennas with spatial multiplexing can increase both the DL and UL spectral efficiency. Although the following analysis assumes SISO (Single Input Single Output) the basic concept is applicable with multiple antenna systems as well.  

A SNR for a specified SER or BER would be associated with each modulation efficiency and code rate. With the most robust modulation efficiency and several ARQ or HARQ repetitions a satisfactory error rate may be achieved with a SNR of less than zero whereas 64QAM with 5/6 coding would require a SNR of 20 dB or more.

	Modulation
	Code Rate
	Repetitions
	Spectral Efficiency (bps/Hz)

	QPSK
	1/2
	6
	0.166

	QPSK
	1/2
	4
	0.25

	QPSK
	1/2
	2
	0.5

	QPSK
	1/2
	0
	1.0

	QPSK
	3/4
	n/a
	1.5

	16QAM
	1/2
	n/a
	2.0

	16QAM
	3/4
	n/a
	3.0

	64QAM
	1/2
	n/a
	3.0

	64QAM
	2/3
	n/a
	4.0

	64QAM
	3/4
	n/a
	4.5

	64QAM
	5/6
	n/a
	5.0


Using a table similar to the above, along with the applicable SNR for each modulation and code rate, one can determine the channel spectral efficiency net of FEC relative to the range. This is shown in figure 32 for different path loss exponents. The probability that the received signal level will be sufficient to support the SNR required for each modulation and code rate at different path lengths will be the same as that used to predict the maximum range. Since the figure relates spectral efficiency to the relative path length the curves for different values of ‘n’ start at the same point, namely the minimum spectral efficiency used to define the threshold SNR. With reduced distance the spectral efficiency increases to the value predicted for 64QAM with 5/6 coding. The rate at which the spectral efficiency increases to its maximum value is a function of the path loss exponent, “n”. 
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Figure 32: Spectral efficiency increases with decreased range
In practice, whether it is due to the path loss model selected for the range analysis or the conditions under which the model is being applied, the higher path loss exponent will generally result in a lower range prediction but, as the curve shows, a greater percentage of the predicted cell coverage area will experience a higher channel spectral efficiency. This is shown more clearly when the spectral efficiency is plotted versus the relative coverage area.
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Figure 33: Spectral efficiency relative to cell coverage area
Assuming the terminal devices are uniformly distributed over the cell coverage area, the average channel spectral efficiency can be found by estimating the area under the curve. This can be done by breaking the area into “m” segments and calculating the average of the spectral efficiencies over all of the segments.
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As an example for the path loss exponent, n= 6:

AvgSE = 1.79 bps/Hz

Although average channel spectral efficiency is an important metric, of greater interest is the average channel capacity, and most importantly actual data throughput at the application layer or “goodput”. Multiplying the average spectral efficiency (AvgSE), as shown above, with the channel BW provides the average channel throughput. This however, only takes overhead due to FEC into account. For the net channel goodput, a number of additional channel overhead factors must be taken into account. These include:

· Additional PHY layer overhead to account for control or pilot channels or sub-channels

· Layer 2 (MAC/Data Link) overhead

· Layer 3 to Application Layer  overhead for additional protocols, headers, etc

· Encryption overhead
Denoting this additional overhead as ChOH, the average channel Goodput is easily calculated. 

Avg Channel Goodput = AvgSE x ChanBW x (1 – ChOH)

It is useful to define the term net spectral efficiency (NetSE) given by:

NetSE = AvgSE x (1-ChOH)

It should be noted that OH may be accounted for differently in how it is allocated between layer 1 and layer 2 with different technologies. What is important is that all of the OH factors must be taken into account.
In doing this analysis it is also important to consider the ChOH in both the UL and DL channels as these may not always be the same. For most Smart Grid use cases the UL traffic will be greater than the DL traffic
 so the UL channel data capacity or UL goodput will be the metric of interest for assessing base station capacity requirements.

If a higher data goodput is required to meet the data demand in high population density environments, base stations can be deployed with a closer spacing. When the range that each base station must cover is less than its maximum range capability the channel capacity is increased due to the higher average SNR over the entire coverage area. In the above example limiting the range to 0.7D results in an AvgSE = 3.05 bps/Hz, a 70% increase in throughput.

5.2.4 Physical Layer Model

The purpose of the PHY layer model is to estimate the probability that a transmission attempt fails due to channel errors caused by noise or interference. The transmission failure probability takes into account factors affecting the link budget, including transmission power, antenna gains, channel attenuation, thermal noise, background interference, the number of contending stations (if the channel is shared), and the spread spectrum processing gain, if applicable. Depending on the level of modeling, the PHY layer model may also explicitly model the stages of the transceiver, such as channel equalization, demodulation, and forward error correction, resulting in a bit error rate, symbol error rate, or block error rate. Alternatively, the PHY model may abstract some of these functions and model them with an overall required Es/N0 or Eb/N0 (energy per bit to noise power spectral density ratio
), wherein the probability of transmission failure is reflected as the probability that the received signal-to-noise-and-interference ratio (SINR) per bit exceeds the required Eb/N0. As part of the modeling framework, the PHY model provides the MAC sublayer model with a conditional probability of transmission failure. For example, with a contention based MAC, the MAC model supplies the PHY model with the number of contending transmissions. Given the parameters of the link budget and channel statistics, the PHY model then returns the probability that the transmission of interest is unsuccessful conditioned on the number of contending transmissions.
5.2.5 MAC Sub-layer Model
The MAC sub-layer model can be either analytical or simulation-based. The relative complexity is determined by the preferences and needs of the user. The MAC sub-layer model receives inputs based on the application requirements and the wireless (or wired) technology that is being used to transport the data; the model interacts with both the PHY model and the coverage model. The MAC sub-layer model is responsible for returning values for the following performance metrics for the communications system:

· Reliability

· Mean packet delay (latency)
· Layer 2 Throughput
· Encryption
Reliability is defined as the probability that a packet originating from a sending node’s MAC sub-layer is correctly received by the corresponding MAC sub-layer at the receiving node. Thus the reliability is defined with respect to a single link, rather than an end-to-end or edge-to-edge basis. For MAC sub-layers with a shared channel, where there is contention for resources, the reliability is the probability that the packet does not collide with any packets that are transmitted by other senders and that the packet is not corrupted by channel errors. If the channel is dedicated to the sender (no contention), then the reliability is simply the probability that the packet does not experience any channel errors. The mean packet delay is the average time from the passage of the packet to the sender’s MAC sub-layer from the protocol layer immediately above to the delivery of the packet by the receiver’s MAC sub-layer to the protocol layer immediately above it. The mean packet delay includes the following:

· The time the packet spends in the sender’s MAC sub-layer’s transmission buffer

· The processing time at the sender’s MAC sub-layer

· The time required to transmit the packet, which is the packet length in bits divided by the PHY channel data rate in bps

· The time spent waiting to retransmit the packet if it encounters collisions (in the case of a contention-based MAC protocol) or channel errors

· The propagation delay between the sender and the receiver

· The processing time at the receiver’s MAC sub-layer
· Base station to base station handover delay (applicable for mobile terminals)

The throughput is a measure of how efficiently the channel is being used, and it is measured in units of application bits per second. The model computes two types of throughput. The first type is the average throughput, which is the product of the offered load at the application layer and the packet reliability. Note that this implies that the ratio of the throughput to the offered load is always a number between 0 and 1. The second type of throughput measured by the model is the instantaneous throughput, which is the ratio of the mean number of application data bits per packet to the mean packet delay. This gives the effective channel rate experienced by a packet that is ultimately successfully sent across the link, even if it requires retransmissions. 

The major external inputs that do not depend on the particular MAC technology are the number of devices accessing the channel, the mean packet generation rate of each device, and the mean packet size. The mean packet generation rate is typically given in units of packets per second; the actual packet generation process is arbitrary. Packets can arrive according to a deterministic process, in which case the mean generation rate is simply the actual generation rate, or they can arrive according to a random process (e.g., a Poisson arrival process). The size of the packet typically includes the size of the application data, as well as the combined size of all headers, including the MAC sublayer and PHY headers. The packet size can be deterministic or random, depending on the applications that are being modeled. There are additional inputs that are unique to the MAC technology that is being modeled. In the case of a contention-based MAC technology, these parameters can include the number of times the MAC sublayer will attempt to transmit a packet before giving up and dropping it, rules for handling packet collisions, such as the amount of time that the MAC sublayer must wait to retransmit a packet after it has collided with a packet from another transmitter, and the amount of time the sending MAC sublayer must wait for an acknowledgement of a transmitted packet before taking further action. 
Non-contention MAC technologies will use different parameter sets. The PHY layer model exports the probability of transmission failure, Pfail, to the MAC sublayer model, which uses it to help compute the output metrics. For instance, if modeling a very simple MAC layer that uses dedicated resources (so no contention) and no retransmissions, it would be found that the reliability is equal to (1 − Pfail), and the mean delay of successfully received packets is the sum of the propagation delay and the transmission time. The coverage model exports the maximum Tx-Rx distance to the MAC sublayer model. With only a user population density, the maximum Tx-Rx distance can be used to compute the coverage area and size of the covered user population.
5.2.6 Multi-Hop (or Multi-Link)
 Model 
When the PHY parameters of a wireless link are such that the link is coverage limited, the effective coverage can be extended by routing through a sequence of multiple connections or links, denoted as a multi-hop, rather than through a single link alone. The MAC model generates performance metrics for single links; the multi-hop model, on the other hand, works interactively with the MAC model to generate end-to-end performance metrics for multiple hops or relays. As illustrated in Figure 4, the multi-hop model accepts single-link performance metrics as input from the MAC model. Subsequently, the multi-hop model generates the same classes of performance metrics for multiple hops. The actual sequence of links depends on the pair of source and destination nodes and the pair-wise link metric between the intermediate nodes. Common link metrics are minimum-hop and minimum-airtime. The resultant routing topology indicates the routes through which traffic is forwarded through the multiple hops. The routing topology affects links in a different manner. For example, if a link is forwarding traffic from multiple sources, it will have a heavier traffic load than otherwise. In particular, if the destination of all source nodes is a single base station or data access point (DAP), the backhaul links connected directly to the destination or DAP will be forwarding traffic from all other sources. This translates to a higher offered load for those links. The offered load of the source is an input to the MAC model from the application requirements. The MAC model also accepts the routing topology as input from the multi-hop model and in turn computes the offered load of all links accordingly. Source node facing links from the DAP to the other source nodes in this multi-hop network will similarly have higher traffic density dependent on the number of additional sources served the DAP. 
5.2.7 Modeling Latency
Meeting latency requirements is another important goal for a Smart Grid network. In this section we describe an approach for determining the number of end-terminals or actors that can be supported by a specific channel while meeting a specific latency requirement. When a number of packets are competing for access to a limited resource, there is a probability at any instance of time that a specific packet carrying a message or data payload will or will not gain access to the channel for transmission over the link. It must be noted that this is not the only contributor to total network latency (or delay) but when a channel is operating at or near its capacity, it will often be the dominant contributor and thus an important one to model.  The key parameters required for modeling this contribution to latency are:

· The average channel goodput (CGP)

· The average packet Size (PAVG) (note that large data payloads or messages may be segmented into smaller ‘packets’ for transmission)
· The rate at which messages or packets are being transmitted or alternatively, the average time between messages or packets (RMSG or TMSG)

· The probability a packet is transmitted or received within a specified time window (PMSG)
The average Channel Goodput = CGP = Net Spectral Efficiency multiplied by the Channel BW where the Net Spectral Efficiency is defined as the average spectral efficiency at the application layer as described in Section 5.2.3. This takes into account all of the channel overhead factors including the higher layer protocols, headers, and encoding overhead.

For any given actor in a Smart Grid network there can be hundreds of messages that must be transmitted within any 24 hour period. The message rates for different types of information can range from several messages per hour to one message per day. And the size of the message payload can vary from 25 bytes to several thousand bytes. From the detailed Smart Grid Systems Requirement Specification, the average message rate (RMSG) per actor can be determined and the average message payload or packet size (PAVG) can be calculated. The average time between messages is then given by:

TMSG = 1/RMSG ; for TMSG in seconds RMSG must be expressed in messages per second.

The time in seconds it takes for the average packet to be carried over the channel is given by:

TPKT = 8 x PAVG / CGP ; Where CGP is the Channel Goodput in bps

Assuming queuing follows a binomial distribution we require two additional parameters; the number of trials and the message probability. The number of trials is equal to the number of time slots that occur within the specified latency period and is = L/TPKT (rounded down to the nearest integer). Note that L must be greater than TPKT. The probability that a message event falls within the time window defined by L is:  PMSG = L/TMSG. For the model, L is chosen to be the required latency at the application layer in seconds.
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It is important to visualize the relative value of each of these parameters in a typical Smart Grid network for a single actor. This is illustrated in following figure.

Figure 34: Relationship between L, TMSG, and TPKT
As illustrated in Figure 34, TPKT < L < TMSG.  This relationship assures that L/TMSG < 1 and L/TPKT >1.
The number of actors that can be supported by a channel can be found by using the Cumulative Binomial Distribution Function
. The probability that the offered load in a given time window is less than the channel goodput is calculated as follows:
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Where

x = The maximum number of transmission events in a window = largest integer ≤ L/TPKT
n = Number of Actors 

p = Probability of an Actor transmitting in the window = PMSG = L/TMSG
The results are shown in Figures 35 and 36 for an average channel goodput of 1.0 Mbps and 0.1 Mbps (100 kbps) respectively. For these two examples the message rate, RMSG, is assumed to be 300 messages per hour which translates to an average time of 12 seconds between messages and the average packet size in both cases is assumed to be 250 Bytes.
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Figure 35: Actors per Channel for Goodput = 1.0 Mbps
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Figure 36: Actors per Channel for Goodput = 0.1 Mbps

The following table provides a summary of the expected change in the number of actors that can be supported per channel for variations in the relevant parameters. The desired confidence level in all cases is assumed to be 99.5%.

	Parameter
	Nominal Value
	Parameter Change
	Change in # Actors

	Latency (L)
	1.0 sec
	- 50 %
	-5.5 %

	Channel Goodput (CGP)
	1.0 Mbps
	- 20 %
	-22 %

	Packet Size
	250 Bytes
	+20 %
	-17 %

	Message Rate (RMSG)
	300 Msg/Hr
	+20 %
	-16 %


The number of actors that can be supported by a given channel is most dependent on the Channel Goodput which in turn is a function of the available bandwidth and the total channel overhead. A less obvious result is the fact that the latency value has a relatively small effect on the number of actors that can be supported. This is because the probability of a successful trial is directly proportional to the latency requirement.  
5.2.7.1 Other Latency Considerations

As stated earlier the model described in this section does not account for all of the contributors to latency. A more complete analysis would include the delays required to initiate a session and fully process the data packets at each of the nodes in the transmission path and may also include, for longer path lengths, the propagation delay. To summarize, these additional contributors to latency are: 
· Time to initiate a session from idle or sleep mode to active data session mode, this includes authentication and admission control
· Time required to process packet headers and determine where packets should be routed
· Time required to initiate a connection with an alternate base station that is within range (base station to base station handover) during periods of changing propagation conditions or for mobile applications
· Propagation (over-the-air) time
The propagation time is 3.3 μs per km and for any terrestrial network can be safely ignored. It may be a factor in satellite systems, however. The other three contributors are generally in the 10 to 100 ms range and may be ignored for most cases but could become significant when mission-critical data is transmitted over a multi-hop path. In those cases one could choose to simply add a reasonable value for each node; 50 ms would probably be sufficient to capture the average impact.
Another important factor not taken into consideration with the model is QoS. All of the wireless submissions for outdoor terrestrial networks have some support for setting packet priorities, an essential ingredient of QoS. This enables the prioritization of individual data packets with respect to their tolerance to latency.
Obviously, to account for all of these factors with a simple, easy to use, mathematical model for wireless network planning purposes would be a major undertaking. Despite its limitations the model described in this section should prove useful in assessing a channels ability to meet Smart Grid latency requirements when the channel is in a congested state, when queuing delays will tend to dominate. The latency performance based on the model will be predicting a conservative result since, when QoS features are taken into account the performance will only improve for high priority latency-sensitive payloads.
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		Number of Floor Penetrations

		Measured Path Loss at 1900 MHz [PL(σ)]

		Predicted Path Loss



		

		Bldg #1

In dB

		Bldg #2

In dB

		Bldg #3

In dB

		ITU-R M.1225 Model (dB)

		WINNER II Model
(dB)



		1

		31.3 (4.6)

		26.2 (10.5)

		35.4 (6.4)

		18.3

		17.0



		2

		38.5 (4.0)

		33.4 (9.9)

		35.6 (5.9)

		33.5

		21.0



		3

		

		35.2 (5.9)

		35.2 (3.9)

		43.6

		25.0



		4

		

		38.4 (3.4)

		

		51.1

		29.0



		5

		

		46.4 (3.9)

		

		57.1

		33.0



		6

		

		

		

		62.2

		37.0








