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1. PHY Comments Summary

PHY has received total 104 TR/T comments, comprising 93 in section 8 and 11 in section 6 appointed by MAC team. Up to the beginning of the Sept. meeting, we have reviewed one round all 104 comments. The status is summarized as follows: 

	Unresolved
	Resolved

	· Pending (25)
· Defer      (1)   
	· Accepted   (26)

· Rejected    (11)    (includes 872/931)
· Withdrawn (2)      (830 wrong column)
· Counter     (33)
· Superseded (6)

	Subtotal: 26   or   25%
	Subtotal 78   or    ~75%

	759, 760, 771, 814, 817, 819, 841, 846, 857, 858, 859, 861, 878, 882, 883, 916, 933, 936, 952, 968, 969, 970, 

322, 330, 338, 343
· 872, 931->”Defer” to “Reject” or “Counter” (FEC)
· 877->status to remove “?”
	


2. Detailed Updates on TR/T Comments
· Working Group System Issues

1. General 
· Apurva (759/760)
Replacing PHY with a stripped down version of 802.16-2009 OFDMA (No MIMO, No AAS, No HARQ) PHY 
Jul09: it has been demonstrated that 802.16 PHY does not meet the FRD function requirements. It took 3 years for the PHY team to develop the current PHY specs to satisfy the FRD requirement which are different from that in 802.16. If the commenter can demonstrate that 802.16 PHY can meet the FRD, further consideration may take place. Comment will be rejected as non-actionable if no demonstration is completed by Nov. 2009.

No update in Sept09 (Pending)
2. Sampling Rates 
· Robert (ID 771)
Subcarrier spacing is 3.35, 3.91 and 4.46 KHz for 6, 7 and 8 MHz respectively. Suggest to use 7 MHz profile to unify the sampling rates for 6 MHz and 8 MHz while relax the frontend design.
Sept09CC: 

Robert: propose a unification of sampling rates for 6 MHz, 7 MHz and 8 MHz. The proposed system will have: 
· Every MAC frame of 10ms is a multiple of PHY clock cycle
· Same sampling frequency, Inter-carrier spacing, FFT period, time unit, symbol duration for all 3 bands

It can simplify the radio frontend design and relax the phase noise/frequency offset limitation for 6 MHz radio; and simplify the hardware and software implementation for MAC and PHY.  

A number of concerns were raised during conference call: 

Ivan: Does the new proposal lead to more dynamic range of ADC.

Zander: What and how important is the benefit of having full cycles of sampling rate in every 10 ms should be elaborated. In current PHY, we have the same elementary sampling clock frequency 8/7 MHz for all three 3 TV channels. The sampling frequency, inter-carrier spacing, FFT period and Time Unit scales nicely with a factor of BW=6, 7, 8 MHz respectively. This gives us the same number of guard sub-carriers, used sub-carriers, data sub-carriers, pilot sub-carriers and we can use the exactly same subcarrier allocation scheme, interleaver and FEC codecs etc. 

The new proposal has different block size and may have impact to interleaver, FEC codecs and subcarrier allocation scheme. 

The new proposal has different number of subcarriers for different bandwidths. 144 guard subcarriers are used in 8 MHz channels whereas 648 subcarriers are used in 6 MHz channels. It’s a big waste of spectrum. 

Sung Hyun: The new proposal will lead to different preamble sequences for different channels. 

Gerald: The payload of SCH/FCH may have to be revisited and impact need to be addressed. 

Ivan: It seems dramatic change to the PHY is expected. It must bring to the group with heavy advantages to justify the risk of delaying the standard.
Sept09 (Pending): 

· WiLAN and ETRI to look into the critical carrier spacing re. LO phase noise and transition bands at the edges of the channel for filtering purpose re. 55 dBr rejection as per the RF mask in the FCC R&O 08-260. 

· Gerald prepared 06-264r9 to explore parameters.  
· Agreement was reached on having an integer number of sampling periods per 10 ms frame (that is integer number of 10 kHz, e.g., 6.78 MHz) but it is not clear that a single sampling frequency for the three bandwidths is a better approach.
· Action: Further work will be done by Robert to explore alternatives.

3. Network Synchronization
· Robert (941)
BSs are synchronized in WRAN. The sync tolerance should be in usec rather than +/-25% of the shortest prefix (relevant to sampling rate issue)

· Steve K (942)
The +/- 25% of the shortest CP (1/32) gives +/- 2.333 usec for 6 MHz channels, which decreases the amount of channel delay spread that can be tolerated by 4.666 usec total.  Point out that the effective CP for the uplink is shorter by e.g. 4.666 usec due to imperfect synchronization.  If long filters are used to satisfy spectral masks, even more of the margin could be consumed.   The utility of short (1/32) CPs is consequently reduced.

Aug09CC: 

Robert: We need a specific number in usec rather than +/-25% of the shortest prefix. 

Gerald: This +/-25% corresponds to +/-16 TU or sampling clocks.  It works for 6, 7, or 8 MHz channels and the tolerance is different in usec for different channels (different channels are usually used in different geographic area/countries). This is why it is expressed this way rather than in absolute usec since the ranging control loop will work in terms of sampling clock whatever the actual sampling frequency is in the given bandwidth.

Steve: +/-25% eats up into the cyclic prefix range and reduces the multipath correction capability. This represents an effective reduction of the CP of 4.66 usec for the 6 MHx channel bandwidth.  Slightly smaller reduction applies to the 7 and 8 MHz channel bandwidths.  We could reduce it to +/-8TU or even +/-4 TU if further analysis can show that we can time synchronize to the BS frame with e.g. 95% confidence to a tolerance of 4 or 8 time units (instead of the present +/- 16 TU) at some minimum SNR and channel model averaged over all ranging codes.  In the end it comes down to whether the delay spread tolerance of the CP is borderline for a given environment and this 25% sync requires to go to the next larger CP, resulting in an efficiency hit.  802.16-2009 (clause 8.4.10.1.2) uses +/- 25% and it was likely just borrowed from there.  Were there contributions provided in 802.16 that justified this value?  Maybe we can save some work here.

Gerald: As there is another relevant comment on sampling clocks yet to be addressed, the comment is suggested to be addressed together /after."
Sept09: 

· Robert: 1 usec.  WiMAX profile uses +/-1 usec as agreed by the industry.  +/-8 TU would correspond to 1.333 usec for 6 MHz, 1.143 for 7 MHz BW and 1 usec for 8 MHz BW.  
· Conclusion: +/-1 usec tolerance should be used which corresponds to about +/-8 TU or +/- 12.5% CP.
·  (941-Counter) The specification should be: "+/-8 TU (equivalent to terms 1.333 usec for 6 MHz, 1.143 for 7 MHz BW and 1 usec for 8 MHz BW."

·  (942-Counter) Add the following text: "indicate that any filter at the output of the OFDM modulator to help meeting the rejection required by the RF mask will create temporal dispersion that will consume part of the cyclic prefix capability to alleviate channel time spreading."
4. Symbol clock frequency tolerance 
· Steve K. (952)
The symbol clock frequency is the 3348 Hz subcarrier spacing divided by 1+CP (as far as I understand it; symbol clock frequency is not defined in the draft).  For CP = 1/8, the symbol frequency is 2976 Hz (1/336 usec).  2% of this is 6.7 usec.  Over a 29 symbol frame, the timing could slip by 29 x 6.7 usec = 197 usec, over half a symbol, clearly intolerable. 

To keep timing from slipping less than 25% of the smallest CP (1/32) (or 2.333 usec), the symbol clock would have to be accurate to 2.333 usec/10 msec = 233 ppm.  To allow for initial synchronization margin, it should be somewhat less, perhaps 100 ppm.
Demonstrate that 2% tolerance on the symbol clock frequency is acceptable.
Sept09CC: 

It seems to be strange that the clock frequency would not be compensated more often than once per frame.

ETRI made simulations previously but these simulations considered only the timing and frequency offset and not the sampling rate offset.  There is a need to do simulations with a drift in sampling clock frequency.

WiLAN did simulations and the preliminary results showed that the synchronization issue (due to system/channel impairment such as timing/ carrier frequency/sampling clock) was challenging

Sung Hyun to investigate whether this 2% subcarrier spacing for the sampling rate offset requirement is sufficient and present the results in Hawaii meeting.

Sept09 (Pending)
Jungsun was not in a position to give conclusions on this study.

Action: Jungsun, Robert and Steve to do further study on this and report during PHY teleconference calls before November.
5. Short/Long Training Sequences 
· Gerald (806) Long Training Sequences (LTS)
There may not be a need for the multiple LTS since the SCH will define which frame belongs to which BS in coexistence mode.  Why do we need 114 orthogonal frame preambles if the actual frame assignment is known from the SCH in a coexistence situation?

Jul09: Accept. Multiple base station coexistence is handled by the TDM based co-existence mechanism. There is no requirement for using orthogonal LTS sequences for different cells. It is agreed in PHY to keep only one LTS sequence. Action: Zander will get comments from Monisha as the sequences are proposed and generated by Monisha.
Sept09 Updates through email (Counter)
Monisha agree to have remove all 113 redundant sequences and keep the first one only. 

· Gerald (807) Short Training Sequences (STS)
Given the decision to use the distributed SCH coexistence method in section 6, clarify whether there should be a number of orthogonal Short Training Sequences (16 or more) to differentiate the BSs right away at the PHY layer rather than having to decode the frame header to identify the BS from which it originates.  Consider the need for more than one STS for the superframe preamble and one for the CBP burst. Since the coexistence mode relies on the distribution of 16 frames per superframe to overlapping WRAN cells and at east one frame has to be transmitted for each overlapping WRAN cell per superframe, there would be a need for 15 more orthogonal STS sequences to implement the distributed SCH method so that CPEs only decode the first frame that is destined to them by correlating their proper superframe preamble.
Jul09: Accept. Multiple base station coexistence is handled by the TDM based co-existence mechanism of the superframe structure, which has 16 frames. There maybe a requirement for using up to 16 orthogonal short training sequences (STS) for different cells. This would allow the CPEs to identify which frame carries the SCH without having to demodulate the SCH to obtain the MAC address. It is agreed in PHY to generate 15 more STS sequences. 
Zander will get comments and help in generating the 15 more STS sequences from Monisha.
Sept09 Comments from Monisha through email
There are pros and cons to this approach. The disadvantage of having multiple STS is that initial synchronization will take longer since correlation on the 16 sequences will always be needed. Maybe I’m missing something here, but I don’t see a problem with demodulating the SCH since that has to be done anyway whereas the correlators will be an added complexity. However, if it is decided that 16 STS sequences are needed, I could help generate them. 
Sept09 (Reject) The complexity will be larger in providing multiple correlators than having the MAC decode the SCH.  As a consequence, only one STS will be used for the superframe preamble.
6. FEC Coding
· Gerald (871/875/877/931/332/353) Robert (331/352)
There is no need to keep three advanced FEC coding schemes with almost equivalent performance as part of the standard.  This makes the standard unnecessarily complex (e.g., excessibe number of DIUC and UIUC in Tables 38 and 49). Select one of the three advanced coding schemes based on relative complexity, previous performance comparison (22-07-0319-01-0000-FEC_simulation_results.xls) and any new information, the best data burst mapping (22-07-0190-04-0000_OFDMA_Block_sizes.xls) and on what is used by other standards in the industry, and make it mandatory.
Jul09: The WG decided not to re-open the FEC issues given there was an approved motion to keep the advanced FEC codecs an optional feature
· Winston (872)
Optional FEC should not be included in the standard. Remove Duo-binary CTC mode, LDPC mode, and SBTC mode.
Aug09CC: 
Zander: Without advanced FEC coding, the current Draft would not meet the performance requirements.

Ivan: We should choose only one advanced FEC coding and make it mandatory. It is complex for an operator to implement all 3 FEC codecs. If we want to accelerate the approval of the Standard, we should limit it to one advanced codec.  Wi-MAX forum voted for only one advanced FEC codec.

Zander: An operator has the choice of implementing only one of 3 advanced FEC codecs.

Robert: Furthermore, we should eliminate the basic convolutional code and use only one advanced FEC codec for all types of messages such as in LTE since there is no need to be backward compatible.  The interleaver does not seem to work for the basic convolutional code. With only one FEC codec, the interleaver could then be better optimized for this advanced codec.  For example, LTE and Wi-MAX selected the turbo code.

Gerald: It is not clear that the interleaver does work with all codecs. It was shown in 07-190r4 that not all block size combinations are possible for each FEC codec.  This may be the reason. A possibility could be to select only one advanced FEC for the first version of the Standard and add the other ones in subsequent versions if needed. The FEC ad-hoc group could be re-formed to do more comparison work to find the codec with the best performance and select it.  If no codec comes out as superior, one of the three advanced codecs could still be selected out of the three equally performing codecs.  The FEC adhoc group had produced key documents in 2007 on their results: 07-319r1 on FEC performance and 07-190r4 on interleaver capabilities.

Robert: Timing errors and frequency errors should be included in the evaluation of the codecs."
Zander Suggestion for FEC: The main concern of having 3 optional FEC codecs is the potential complexity at BS implanting 3 codecs. Although we should keep the system complexity as low as possible, the advanced FEC issue itself is not a hole in the draft. As the coming 802.22.3 on potable devices are more concerned about device complexity, it is suggested to have thorough investigation there and choose only one codec if possible. If that happens, it may give the group better information whether there is a need to have further amendment to the 802.22 standard. This is similar to the process in 802.16e.
Sept09: It was concluded that reducing the number of codecs to BCC and one advanced codec would only allow reduction of the UIUC and DIUC by one bit (from 64 levels to 32 levels).  802.16 used an 'indirect addressing' of the DIUC and UIUC indices for the advanced codecs where the BS would know which codec is used by the CPE through information passed from the CPE at association.  Absolute indexing was decided on earlier in 802.22.

Bit interleaving included in 802.22 was optimized for all codecs (BCC and advanced) except for LDPC which includes its own interleaving.  All the information needed for the 4 codecs is already documented in the standard.  No more work is needed.  Removing FEC would mean removing sections from the Draft.  Future work done for portable devices will likely help selecting the best FEC as was done in 802.16e which could result into a later modification to the 802.22 standard.

Decision (Reject): leave the Draft as is and leave industry to decide which codecs will be used: likely BCC for short management messages and one advanced FEC as done in other standards.  Leave BCC as mandatory and the three advanced codecs as optional as stated in sub-clause 8.7.2.

7. Interface Spec Between Non-Integrated Antenna And CPE
· Steve K. (916)
Since there is a communications interface between the non-integrated antenna and the 802.22 CPE device, don't we have to completely specify that interface for interoperability? Generate interface spec for IEEE 802.22 CPE device to non-integrated antenna.  There is no information on the format of the stored data or how it is accessed.
Jul09: Assign Ivan to provide a reference standard for transmitting the information from antenna to CPE through coaxial cables. 

This is NOT a one person job, the group will have to address many of these antenna aspects and issues 
Sept09 (Pending): 

· Ivan: There exists a Manchester encoding chip using one wire.  Only a few kbytes of memory are needed for antenna gain per channel.  This technology has IPR. LOA will be needed.
· Need to decide on the impedance of the coax cable at the antenna (50 or 75 ohms) and on the connector (SMA and N for 50 ohms versus F if it is 75 ohms).  50 ohms is better for radiation (parasitic emission).  75 ohm is better for antenna matching.  F-connector is too easy to access by non-professional installers.  
· It was decided that fixed WRAN would be professionally installed.  A differentiator to minimize tampering, 50 ohms cabling and N-connector would be preferred.  N-type connector would also be better for lightning protection.  Ivan moved that a N-type connector with 50 ohm RG-58 coaxial cable be used between the main WRAN antenna and the transceiver. 

· Interface to the sensing antenna: Motion from Ivan: move that "if the sensing antenna is not permanently integrated to the sensing receiver, an F-type connector with 75 ohm RG-59 coaxial cable be used between the sensing  antenna and the receiver shall be used. Discussion still needed. 

· Action 1: Ivan to provide information for Wendong to clear the IPR question for the antenna gain data transmission format through PATCOM. (Possible multiple sources)
· Action 2: There is also the interface to the GPS receiver.  More decision to be made by the WG. (Power up, Query and response). Possible multiplexing of GPS with the WRAN TX/RX cable or the sensing table. Action: Robert/Ivan
8. Antenna Pattern
· Charles/Tom (954/956/962)
The antenna pattern must apply in both azimuth and elevation.  Change text to read "…the CPE shall meet the reference antenna pattern in both azimuth and elevation depicted …".
Aug09CC: Suggested text accepted. The reference antenna pattern in elevation is missing in the draft if it is different from that in azimuth. To assign Ivan to help proposing the text/graph for the pattern in elevation if needed.
Updates through email Sept09: 
Ivan: the antenna pattern will not be the same in elevation as it is in azimuth and I would therefore object to a requirement to have the same pattern in elevation as in azimuth.
It would be nice to specify very high gains but the antennaes would become unacceptably large and expensive especially at the lower frequencies. Gain and directivity are different yet highly correlated. So getting a high gain requires a high directivity. Directivity comes at a price. Directivity is highly correlated to antenna array size. Array size requires structural components... therby costs and unsightlyness. Directivity also limits bandwidth. The higher the directivity, the smaller the bandwith.

 

Antenna performance is frequency dependent. Although gemotrically designed antennaes, such a log periodics and spirals exist, in general, the specifications given by manufacturers are "the best perfomarnce attained" at a sweetspot frequency. We need to consider this and not rely on the specs at this sweetspot frequency but also the worst case performance at the worstcase frequency ... i.e. the antennae perfomrance at the "sourspot" frequencies... This is an important consideration as for example, on some sourspot frequencies, VSWR may be not so good and at those frequncies, and those in its vicinity where the antenna will be either capacitivly or inductivly reactive, the coax cable will no longer have the current on its shield out of phase with the current in its inner conductor and the cable will then start to radiate... 

Sept09 (Counter) 
As in DCN09-178: add the following sentence:  " ... antenna pattern depicted in Figure 180.  The backlobe rejection level of 17 dB shall be met for all elevation angles in the range of +/-20 degrees form the horizontal plane.  This pattern was developed ..." 
· PHY Group

9. Pilot PRBS Generator
· Sunghyun (829/839)
There is no text describing the sequences for pilot modulation to avoid the generation of line spectral frequencies. The sequence generator (e.g. PRBS) for 426 pilots (CBP) and 240 pilot (US/DS) should be described in Section 8.5

Jul09: Assign Sung Hyun to propose the PRBS generators, with reference to 802.16e (Figure 204 in 16e 2007, taking consideration the initialization of sequence and reference starting time for BS and each CPE)
Updates through email Sept09: 

The proposed PRBS generator for pilot modulation has been circulated in the reflector. 
Sept09 (Counter): Incorporate change proposed in section 8.6.1 of document #09-182 with the following changes to the text: "... line spectral line frequencies  ..." and ” ... the MSB ..."
10. Subcarrier Mapping
· Apurva (841)
The subcarrier mapping in DS and US is still quite complicated. Is there a need to carry out sub-carrier mapping in a Turbo-like fashion. If the gains of implementation using turbo-like interleaving are not substantial, reduce the complexity and suggest simplified techniques for easier implementation.
Jul09: Assigned John Benko to response to the comments
· Gerald (846)
Formula notations are not clear.  This would need more explanation or a generic algorithm described in C-language.  For example, the function I is some time a single variable function and other time a two-variable function.
Jul09: Assigned John Benko to provide more explanation or an example of implementation to avoid mis-interpretation of the equation
Sept09 (Pending) 
Action: John Benko to provide explanations on the notation used and provide a generic implementation of the algorithm in MatLab or C-language.
· John indicated that a simpler version of the equations was provided in a contribution but was missed in the preparation of the Draft 2.0
· Need to verify that using the same interleaving algorithm for bit and carrier interleaving will not reduce its effectiveness
· Action: John agreed to locate the more recent version of the equation, provide the MatLab code and verify that using the same scheme for bit and carrier interleaving will not remove the interleaving advantage.
11. Bit Interleaving
· Gerald (857)
Notation in the formulas need to be clarified.  For example, the meaning of q' and p' is not clear. Provide more explanation on the notation used or provide a generic implementation of the algorithm in C-language or Matlab.
Jul09: Assigned John Benko to provide more explanation or an example of implementation to avoid mis-interpretation of the equation
Sept09 (Pending): See resolution of comment #846.

"The global equation of the algorithm depends on the interleaving pattern of the previous iteration (j-1), the position index of the samples (k) and the two integer parameters (p,q).  p, q, and j are given in table 232 for each block size K.   p is a  parameter  that gives the interleaving partition size, which is a multiple of the interleaving block size K."

Action: John to provide the MatLab or C-code with a test vector.
· Gerald (858)
The last sentence of this third paragraph needs more explanation.  The function x(k) is not clearly defined.  The distance between input bits separated in the output sequence by s-1 positions when s= 1 should be zero because it would be the same bit but Table 232 says otherwise. The sentence most likely needs to  be modified to correct the inconsistency and should be modified to make it clearer.

Jul09: Assigned John Benko to provide more explanation or clearer text
Sept09 (Pending)
See also resolution of comment #846.

DeltaL(s) provides the distance between the input bits (non-interleaved) separated in the output (interleaved) sequence by s positions (such that s=1 corresponds to adjacent bits).

· Jungsun (859)
The number of coded bit per each block of the CBP payload will be 836. However, there is no the K value of 836 in the table 232. To support the CBP payload, the 836 bits for coded block shall be additionally included in the table 232.
Aug09CC: John Benko is to investigate how this block length can be accommodated by the proposed interleaver."
Sept09 (Pending)

Action: To provide parameters soon
· Gerald (861)
Notation in the Figure is unclear. Provide more explanation on the notation used or provide a generic implementation of the algorithm in C-language or Matlab.

Jul09: Assigned John Benko to provide more explanation or clearer text (for example, what is P.A_in, q.p.(V1)
Sept09 (Pending) See also resolution of comment #846

Figure gives an example implementation of the real-time generation of indices of the binary interleaving pattern, for one iteration. (Note: this can also be used for the generation of the indices for the sub-carrier allocation/interleaving in 8.6.2). The latency for this example implementation is 10 clock cycles. The module can be iterated up to 3 times for j=3.

The indices calculation is performed in 4 successive operations. In the diagram, A_in and A_out stands respectively for "Address_in" and Address_out". A_in is the input index . Its value is the same as k for the first iteration. The k value has to be propagated with the right latency, since it has to be re-used during all the process and through all iterations.

- The first block multiplies the incoming indice by the parameter P (A_int.P), add the incoming indice (k), and changes the sign.

- The second block performs a Modulo K on the previous result.

- The third block multiplies the previous value by P and Q parameters, adds incoming indice k, and alpha (alpha is a precalculated value : alpha = K-P).

- And last, a new modulo K operation is performed, providing an output indice A_out which may be wired to the A_in of the next iteration.

The most complex operation to perform is the Modulo. Starting from the fact that the modulo factor is known and may be considered locally as a constant, the modulo operations can be implemented using reciprocal multiplication (ie : multiplication by the inverse value). An example of performing a modulo operation with reciprocal multiplication is shown below (using 3 steps):

Ex. [x]K (x modulo K) with K= 2304 

To perform the division by 2304, we will multiply by 1/2304

The value : 1/2304 = 0.00043402777  = Ox1C71C (Coded on 20 bits, as a sum of fractional numbers : 1/2, (½)2, (½)3, ...)

1. First step provides x1 intermediate value : x1 = x * Ox1C71C : multiplication by the inverse. Last 2 clock cycle (pipelined multiplication).

2. The second step gives the quotient : x2 = x1 >> 20 : Shift right by 20 positions gives the quotient. Only a selection of the right wires : no clock duration

3. The last step gives the remainder : x3 = x - (x2 * 2304) : remainder (or modulo). Last 2 clock cycles (multiplication then substraction).
12. CC Tail Bits vs Tail Biting
· Jungsun (867)
If the PSDU data would use the tail bits for encoder memory to be zero state at the end of encoding, the useful data of the table 236 is not matched with the coded block in the table 232. Table 232 is generated with considering the tail biting. For example, when we assume QPSK, R=1/2, useful data payload=3, then the bits to be entered into convolutional encoder will be 30 bits(24 data bits and 6 tail bits). From the encoder, there will be 60 encoded bits. However, 60 bits for coded block is not defined in the table 232.

PSDU data shall also use the tail biting. Or the re-calculated coded block shall be added in the table 232

Aug09CC: There seems to be a misfit between the convolutional coding using the 6 tail bits and the interleaving scheme. Tail biting was used for the data before in simulations but the use of the 6 tail bits are now used for the PSDU but this no longer fits with the interleaver.  If 6 tail bits are used for convolutional coding, the block size is not covered by the interleaving block sizes available.  Tail biting convolutional encoder would resolve this problem but then the initial state of the viterbi decoder is no longer known and results in higher complexity in the receiver.  There is no performance difference between the tail bits and the tail biting.  Another possibility would be to add new block sizes.

To contact John Benko to see the possibility of adding these new block sizes to match the 6 tail bits and see the relative increase in complexity.
Sept09 (Counter)
· Adding the tail bits would no longer fit the OFDM block size.  Currently, Tables 234, 235 and 236 assume tail biting.  If tail bits are used, new tables would need to be developed with reduced payload.  Table 236 would need to be expressed in encoded bytes plus the additional 6 bits.  The concatenation rules would need to be changed. Two possible choices: reducing the payload by one byte to accommodate the tail bits or use tail biting.
· It was decided to limit it to tail biting by a motion in Hawaii, Sep 09.
· Jungsun (864)
The block of tail bits in the figure 166 has two problems

1: tail bits are only required for convolutional encoder, not for advanced encoding method. However that figure is common for advanced coding schemes as well as CC. 2: If it is right that PSDU data is encoded with tail bits(refer to 8.7.2.1.1), each block shall be required tail bits. Suggest either 1: The block of tail bit shall be removed and described with in the section 8.7.2.1.1 of convolutional coding or 2: Tail bits shall be included in the each block
Aug09CC: If the convolution coder uses tail bits, each block would need to include these tail bits since the coder encodes on a block basis. Subject to resolution in comment 867
Sept09 (Counter)
A motion was passed in Hawaii to limit the standard to tail biting as done in 802.16. 

Action: to remove the tail bits in Figure 166..  

13. CTC
· Sunghyun (873)
In Table 237, for QPSK and code rate 1/2, the code parameters for data block size of 3 bytes should be defined.
Jul09: Assigned John Benko to verify the feasibility and provide the parameter

Sept09 (Reject)
John: For data-block sizes of less than 6 bytes we recommend using BCC and not duo-binary-turbo coding, as the gains are not much different and latency of advanced coding is much larger.  Jung Sun agreed to keep the Table as is.
14. LDPC
· Gerald (876)
The size of the burst will be different as a function of number of sub-channels on the downstream and on the upstream because of the vertical laying and horizontal laying of data in the downstream and the upstream respectively. Specify whether this applies to the downstream or upstream and develop the formulas for the two cases if needed. 

Jul09: propose to change all instances of "subchannel" to "ofdm slot". Pending Steve Kuffner for confirmation. 
Sept09 (Counter)

· Steve Kuffner agreed in an email dated 09.09.12.
· He is still wandering why the size of the burst is different on the upstream and downstream.
· Zander responded by email on 09.09.14: "Based on the frame structure, the granularity in time is 7 symbols for Uplink, i.e. 24x7=168 subcarriers and 1 symbol, i.e. 24 subcarriers for Downlink." 
· Action: Change the "sub-channel" by "OFDM slot" in Table 245 and its title.

15. SBTC
· Gerald (878)
Undefined parameters used in the Table 246. Clarify the parameters n' and K' in Table 246 and their use in the text. 
Jul09: Assign Changlong Xu to provide clarification
No update in Sept09 (Pending)
· Gerald (882)
The size of the burst will be different as a function of number of sub-channels on the downstream and on the upstream because of the vertical laying and horizontal laying of data in the downstream and the upstream respectively. Specify whether this applies to the downstream or upstream and develop the formulas for the two cases if needed.
Jul09: propose to change all instances of "subchannel" to "ofdm slot". Pending Changlong Xu for confirmation.

No update in Sept09 (Pending)
16. Modulation
· Sunghyun (883)
To avoid the confusion in the demapping metrics, for the first bit of I and Q phase, it is desirable to follow a consistent mapping rule for decision boundary. In the draft, for the I-axis, bit '1' is assigned to the (+) side of the decision boundary, but for the Q-axis, bit '1' is assigned to the (-) side of the decision boundary. In this case, the receiver should different demapping metrics for the first bit of I and Q phase. Modify the constellation mapping. For example, in case of QPSK, from right, 0,1 for I-phase, and from top, 0,1 for Q-phase. The performance is exactly same, not changed.

Jul09: Assign Sung Hyun to fix the diagram and add formulas making sure that the value of 0 is mapped to a positive value and 1 is mapped to a negative value
Sept09 (Pending): See document #09-183r1  from Sung-Hyun Hwang

Action: Sung Hyun to change the format of the Table to match the format used in 802.11 for both the representation and the axis orientation.
17. Reporting Maximum Available PAPR for Different Modulation
· Gerald (933)
Update and clarify the paragraph to be consistent with the previous ones.  There is no reason why the maximum EIRP will be different for QPSK, 16 QAM and 64 QAM for the multi-carrier modulation used in this standard.  There is only a need to report this maximum achievable EIRP once. Modify the paragraph as follows: "The current transmitted EIRP is the EIRP of the burst that carries the message. The maximum available EIRP is reported for QPSK, 16-QAM and 64-QAM constellations. The current transmitted EIRP and the maximum achievable EIRP parameters is are reported in dBm. The parameters is are quantized in 0.5 dBm steps ranging from –64 dBm (encoded 0x00) to 63.5 dBm (encoded 0xFF). Values outside this range shall be assigned the closest extreme. 

Aug09CC: Sung Hyun to verify that whether the PAPR is different or not depending on the type of modulation used on the upstream burst, (use the limit case of 1 sub-channel for the upstream burst = 28 subcarriers).
No update in Sept09 (Pending)
18. CBP preamble

· Gerald (814)
Modify the second sentence as follows: "The STS is generated as described in STS 8.4.1.1.1 with S1 = 233 22 and S2 = 22 233 "

Assigned Monisha to check whether S1 and S2 values are consistent to the change, i.e. FFT range is changed from 0~2047 to -840~840 (excluding 0)

· Gerald (817)
Change the order of appearance of the sequences to P22 and P233 in the text and in the formulas.

Assigned Monisha to check whether P22 and P233 values are consistent to the change, i.e. FFT range is changed from 0~2047 to -840~840 (excluding 0)

Sept09 Email from Monisha: (Pending Confirmation from PHY)
The above modification is incorrect. S1 = 233 and S2 = 22 should remain unchanged. 
Instead, Line 7, Page 333 should be modified so that the indices are P_ST(-841:-1) instead of P_ST(1208:2407). 
Similarly, Line 17 on page 334 should be modified so that the indices are P_LT(-841:-1) instead of P_LT(1208:2407).
19. Superframe control header (SCH)
· Gerald (819)
Re-arrange the equation to cover carriers from -840 to +840 in an orderly fashion.
Assigned Monisha to check the consistent to the change, i.e. FFT range is changed from 0~2047 to -840~840 (excluding 0)
Sept09 Email from Monisha: (Pending)
Yes, this needs to be changed to make sure that the data carrier indices are correct. Since this was proposed before the pilot pattern was decided, we would need to check the pilot positions in the SCH and map the data accordingly.

20. Others (936/968/969/970)
  Accepted in principle but pending for normative text from Gerald
21. Assigned by MAC Team
· Winston (322)
Where is the RSS field measured? How is it measured? Using what resolution?  What bandwidth?

Sept09CC: RSSIR_BS_nom is not a measured value, instead it is a nominal value predetermined by BS. However, clarification is needed for the text in section 6.17.2.6.3.1. 
Assigned to Jungsun and Gerald to confirm and clarify the equation and text from line 8 to line 19 in page 161. (terms EIRPIR_MAX , RSSIR_BS_nom, consistency of the signs before the antenna gain GRX_BS  and GRX_CPE)
Updates through email Sept 15
The equation is for deriving the maximum transmit EIRP for initial ranging (EIRP_IR_MAX). EIRP_IR_MAX is calculated with channel loss and nominal equivalent isotropic received power of BS (EIRxP_BS). 

Firstly, channel loss can be calculated by subtracting equivalent isotropic received power of CPE (EIRxP_CPE) from BS_EIRP. 

Channel Loss(CL) = BS_EIRP - EIRxP_CPE = BS_EIRP -  (RSS - G_RX_CPE)

 And, the EIRxP_BS can be defined with (RSS_IR_BS_nom - G_RX_BS).

 Therefore, the following equation can be derived and it is the same equation in the draft v2.0.

 EIRP_IR_MAX = EIRxP_BS + CL =  (RSS_IR_BS_nom - G_RX_BS) +  (BS_EIRP -  RSS + G_RX_CPE)
Sept09 (Pending)
· Proposed action from Gerald: See document #09-0177r0. Jung Sun to review equation and propose changes.

· Verify this equation with the process of starting low and ramping up the EIRP 4 times as specified elsewhere in the Draft. Note that a single BS EIRP specification in SCH is only valid for an omni-directional BS transmit antenna.

· Assigned to PHY group or GC. RSS is a nominal value from BS to CPE.
· Gerald (330)
DIUC 1 for PAPR reduction needs to be explained 
Sept09CC: How DIUC 1 can be used for PAPR reduction should be clarified. Also it should be understand whether this PAPR reduction is for CPE or BS. In 802.16, both UIUC and DIUC tables include values for PAPR reduction. However, there is no UIUC in 802.22 draft. It is understood that CPE is more concerned about PAPR issue. 

Assigned to Sunghyun to check the how DIUC/UIUC is used for PAPR reduction in WiBro/802.16.
No update in Sept09 (Pending)
· Gerald (338)
The calculation of the possible range of the codes seems to be wrong.  Same codes can be re-used for the different functions since they occupy different ranges of symbols in the upstream sub-frame.  The BS will be able to differentiate for the purpose.

Sept09CC: The reason why S value under “Start of ranging codes group” (row 5) in Table 44 can not be zero should be explained / clarified. 

Assigned to Jungsun to investigate
Sept09 (Pending) 

· Action: Gerald: Propose to change the name of variable "Start of ranging codes group  " on the 6th row for "Start of ranging CDMA codes group".

· Assigned to the PHY ad-hoc group.
· Sunghyun (343)
There are 12 values in normalized C/N table (Table 253). 5 bytes are 10 nibbles or represent 10 (difference) C/N values. 6 bytes are needed to represent the 12 values. 

Sept09CC: The values should not be transmitted too often as it will increase the overhead considerably if many CPEs are served, as each CPE would use different values. However, these values are used for short message transmission instead of data transmission. The frequency is not expected to be high. 

Assigned to Sung Hyun to investigate the frequency of the C/N values transmissions.

No update in Sept09 (Defer)
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Abstract


This document summarizes the current PHY status in the comments and resolution. The remaining PHY related system and PHY specific issues are listed, together with detailed updates. 
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