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7. Coexistence mechanisms and algorithms

7.1 Introduction

A coexistence system contains two basic mechartisraddress coexistence of TVBD networks or devices
in TVWS band: coexistence management and neighliggowkry. Coexistence management is the
mechanism with which CMs of a coexistence systerterdeéne how potentially interfering TVBD
networks or devices can effectively share a setadfo resources. This mechanism is specified in 7.2
Neighbor discovery is the mechanism with which Cliivig out potentially interfering TVBD networks or
devices. Additionally the CMs get from the neighliiscovery any information related to neighbors
required for the CMs to communicate with each otfibis mechanism is specified in 7.3.

An IEEE 802.19.1 compliant coexistence system hean®s to obtain measurement reports from registered
TVBD networks or devices. A CM may use the measerdgmeports from TVBD networks or devices that
are registered to it to support coexistence datisiaking and neighbor discovery. The TVBD network o
device measurements are described in 7.4.

7.2 Coexistence management

Coexistence management is the mechanism with wdi€M serves TVBD networks or devices so that
they can operate efficiently in available chanraflsthe TVWS band. The CM determines how to share
radio resources among a set of TVBD networks anitde that are potentially interfering each otler
TVBD networks or devices this is visible as a dataexistence services that are available for it.

Each CM shall provide two types of service for TVBIBtworks or devices: a) information service, b)
management service. Additionally, as parts of tteagement service each CM shall provide two modes
of the management service: a) TV channel modepé)ating frequency mode.

For the TVBD networks or devices that are subsdribe the information service the CM provides
information about other users of the available oagisources. For those TVBD networks or devices the
CM doesn’t determine operating parameters buhalidecisions are made by the TVBD network or device

For the TVBD networks or devices that are subscritsethe management service the CM provides either
one or more TV channels to operate within or anratipey frequency to operate with. One or more TV
channels are given to the TVBD networks or devited are subscribed to the TV channel mode of the
management service. An operating frequency is gisghe TVBD networks or devices that are subscribe
to the operating frequency mode of the manageneznice.

7.2.1 Coexistence decision making

Each CM shall implement the following three guidel in the coexistence decision making regardless o
the decision making algorithm in use:

a) First, a non-overlapping TVBD operating channedétected for each TVBD network or device to
avoid co-channel interference

b) If that is not possible, group similar TVBD netwerlr devices together in frequency domain

c) If even that is not possible, start splitting théBD operating channels of the TVBD networks or
devices for example in the time domain, the codealn or the frequency domain

1
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Before a CM makes coexistence decisions it endheddt has up to date information about available
channels, neighboring TVBDs and radio environmetdted to the TVBD networks and devices to which
the decisions apply. The CM shall use the relepamtedures specified in clauBeror! Refer ence sour ce

not found. to obtain all the up to date information.

7.2.1.1 Decision making topologies

Three different decision making topologies are gpgetfor IEEE 802.19.1 coexistence system:

O  Autonumous
0 Distributed

0 Centralized

When the autonomous decision making is appliedMan@akes decisions on coexistence independently
from other CMs.

When the distributed decision making is appliedCll negotiates with other CMs that serve the
neighboring TVBD networks or devices about decision

When the centralized decision making is applieds @M controls decision making of one or more other
CMs. The CM that controls the decision making iBecka master CM. The CM that is controlled by a
master CM is called a slave CM.

With all three decision making topologies a CM s$habtain information about neighboring TVBD
networks or devices to make the decisions. .

7.2.1.1.1 Decision making topology management

CMs may change the decision making topology attamg. The rules and procedures that are applied in
those changes are specified here.

7.2.1.2 Information service

When a TVBD network or device is subscribed to itiffermation service, it receives neighbor and radio
environment information from the CM. The TVBD netlmr device determines its operating parameters.
The TVBD network or device shall indicate the opi@gparameters to the CM.

7.2.1.3 Management service

A CM shall issue reconfiguration commands to tho¥8D networks or devices that are subscribed to the
management service. A CM may also issue measureegumests for those TVBD networks or devices.
7.2.1.3.1 TV channel mode of the management service

When a TVBD network or device is subscribed to The channel mode of the management service, it
receives from the CM one or multiple TV channelsudee. The TVBD network or device shall determine

its operating frequency from within the limits dfet TV channels from the CM. Once the TVBD network
or device has selected its operating parametesialt indicate those to the CM.

2
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7.2.1.3.2 Operating frequency mode of the managemen t service

When a TVBD network or device is subscribed to dperating frequency mode of the management
service, it receives from the CM an operating feagy for use. The TVBD network or device shall eper
as per the given operating frequency.

7.2.1.4 Coexistence decision making algorithms

7.2.1.4.1 Algorithm based on neighbor report and ra  dio environment information

7.2.1.4.1.1 Introduction

Coexistence decision making algorithm is focusegmviding necessary reconfiguration comments for a
TVBD or TVBD network to operate. In short we wilsel the term network for TVBD or TVBD network.
According to current system any change in the envitrent can trigger the decision making algorithm.
Therefore it is important to select which TVBD/N aptimize. Flowchart of coexistence decision making
algorithm is provided in Figure 1.

3
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Step7 Check whether all neighbors in a particular
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Is it possible to reduce the Calculate transmission power and Take the same channel of the
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Is interference from
. . i § Assign the neighbor to the same
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Step 10 . and is Fhe ca]cula:ed' Y- assign to subject network the @
TansmIssion power farger channel that is previously occupied
than its minimum by the neighbor
transmission power ? erslt
N
Step 11

‘ ‘ No channel available ‘ }—\_®

Figure 1— Coexistence decision making algorithm fl

7.2.1.4.1.2 Detailed description of the algorithm s teps

Step 1: If subject network is not specified, the firseptis to analyze the environment and to select the
subject network among possible TVBDs or TVBD netkgato reconfigure. TVBD or TVBD network with

the minimum allocated resource percentage is chosen

4

owchart
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Step 2: Decision parameters for the subject network asmdeighbors are created. Parameters include a list
where for each available frequency band of a né¢wtbie status of the neighboring networks is inehiid
The list below includes decision parameters.

Obtain for subject network and neighboring networks

Network ID

Network Technology 11af, 22

Repeat for each available frequency band of thearét

Start Frequency

Stop Frequency

Maximum transmit power over this frequency

band

Interference margin defines as amount of interfegghat a
device tolerates above the noise level from
another device at a receiver input

Transmit power requirement The minimum transmit pot® achieve
required transmission rate.

Status Free, occupied known, occupied unknown,
not measured

Occupancy If currently operating in this band real

occupancy at the moment, if not it is
required occupancy to operate

Total Occupancy Current total occupancy of thedeopy
band by neighbors

Total Interference level from neighbors

Repeat for each of neighbor operating in this fezmy band

Network ID

Network Technology

Start frequency

Stop frequency

Coexistence type

Occupancy

Possible Interference level to subject netwark

Possible Interference level from subject
network

Total Interference level from other neighbors

Interference margin

Neighbor transmit power requirement

Status

Neighbor Networks Support frequency band

Schedule support

Step 3: The third step of the algorithm is to finding weapied frequency bands for subject network:

0 According to available frequency bands , find fregey bands of subject network whose status are
marked as “Free ”

Ch = {arg; Status; = "Free"|i € Int,1 <i =
#of supported freqency bands}

5
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Ch = {arg; Status; = "Free"|i € Int,1 <i =
#of supported freqency bands}

Within all free frequency bands, find a frequeneynd with minimum “maximum power
limitation” which are larger than the “transmit pemrequirement” of the subject network.

I = {arg, min, (PT"** = PT™9) |i € Ch,
0 1=ix#of supported freqency bands}

AW N
O

TrLax .
. wherd T; is the*maximum power limitation” for frequency liin

O If no frequency band is availablé C E',) go to step
4

Ch = {arg; Status; = "Free"|i€Int, 1 =i <
#of supported freqency bands}

o~N O O

=
(@ (e}

11 o #0 assign the first available frequency band to ecttjietwork,
12

13  Step 4: System searches for a frequency band which arepied by the network of the same type of the
14  subject network

15 O Find frequency bands in spectrum map whose statusasarked as “Occupied known” and check
16 “Network Technology” and find the networks of thearge type to subject network . System should
17 also check for power requirements.

Ch

= {arg,(Status,
= "Occupied known" &NetTech =Type of subject network &(PT™*
18 0 =PT™)) |i€lnt,1 <i < #of supported frequency bands}

19 O Check “Total occupancy” of those frequency bands, find frequency bands with the remained
20 frequency band occupancy is larger than the reduirad of subject network.
- . Tutul Req ; j Total
21 I= {argf min;( (1 —0; " — 0, ))| RS Cn}, whereQi " is the total occupancy of
Reg
22 frequency bandPA is the required frequency band load of network A.

23 O If no frequency band is availablé T E',) go to step 5.

24 0 1f] = 0, assign the first available frequency band toectjetwork ,
25

26  Step 5: System searches for possible unoccupied frequieagis for neighbors of the subject network and
27  checking if subject network can occupy current cleof the neighbor.

28 0 According to available frequency bands , find fregey bands of subject network whose status are
29 marked as “Occupied known and there power limitetiare
30 supported ”
Ch = {arg; Status; = "Free"|i € Int,1 <i =
31 #of supported freqency bands}
6
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Ch = {arg; Status; = "Free"|i € Int,1 <i =
#of supported freqency bands}

Among those bands check if the neighbor networksfitee available channels in which their
power limitations are met.

If no frequency band can be cleared for subjeatoit go to step 5.

If not, find the available frequency band in whimimimum number of neighbors is moved. Assign
those neighbors to new band and assign the suigésbrk to their frequency band.

System check for frequency bands which are oetlipy the neighbors of neighbor networks of

the same types of neighbor network and checkingighbor network can move that band

O

Step 7:

According to available frequency bands , find fregey bands of subject network whose status are
marked as “Occupied known and there power limitetiare
supported ”

Ch = {arg; Status; = "Free"|i€Int, 1 =i <
#of supported fregency bands}
Ch = {arg; Status; = "Free"|i€Int, 1 =i <
#of supported freqency bands}

Among those bands check if the neighbor networksavailable channels in which their power
limitations are met, which is occupied by the saype of neighbors.

Check “Total occupancy” of those frequency bands, find frequency bands with the remained
frequency band occupancy is larger than the requiad of neighbor network.

If no frequency band can be cleared for subjeatoit go to step 5.

If not, find the available frequency band in whitimimum number of neighbours is moved.
Assign those neighbors to new band and assigrnuttjec network to their frequency band.

System checks whether subject network can sugpbeduling.

If no go to step
8

Ch = {arg; Status; = "Free"|i€Int, 1 =i <
#of supported freqency bands}

If yes, check whether all neighbors in an availdddad which enables subject network to use its
full power supports scheduling with the subjedtaoek.

Check “Total occupancy” of those frequency bands, fand frequency bands with the remained
frequency band occupancy is larger than the reduirzd of subject network.

If yes, assign the subject network to the band wighhighest occupancy.

If no band can be found with enough remaining oecip, check if occupancy loads can be
reduced in the remaining bands.

If yes assign the subject network to first avaialband.

7
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If not go to step 8.

System checks if interference from interferermarse neighbors is tolerable for subject network.

Within all free frequency bands, find a frequeneynd with minimum “maximum power
limitation” which are larger than the “transmit pemrequirement” of the subject network.

I = {arg, min, (PT"** = PT™9) |i € Ch,
1 =i < #of available freqency bands}
. wherfTimax is the“maximum power limitation” for frequency tin

Check whether total interference from all netwaskbelow the interference threshold of the
subject network.

Check additional interference from subject netwisrtolerable to neighbor networks.
If yes, assign the channel to the network

If no, go to step 9.

System checks if interference from interferermeree neighbors can be reduced to a tolerable level

for subject network.

O

Within all free frequency bands, find a frequeneynd with minimum “maximum power
limitation” which are larger than the “transmit pemrequirement” of the subject network.
I = {arg, min, (PT"** = PT™9) |i € Ch,

1 =i < #of available freqency bands}

, WheréDTxmax is the*maximum power limitation” for frequency tatin
Check whether added interference from subject ndtvgtolerable for neighbor networks,

Check whether any of the neighbors can reduceitgepin those bands, recalculate the
interference power to the subject network and the imterference margin of the neighbor
networks. If it is tolerable for both subject netlvand neighbor networks, assign the band to the
subject network and set the new power values fiyhbers. If not go to step 10.

Step 10: CM checks if a frequency band can be allocatesutiject network by finding another band for
the neighbor networks in which the interferenctmisrable.

O

Within all free frequency bands, find a frequeneynd with minimum “maximum power
limitation” which are larger than the “transmit pemrequirement” of the subject network.

I = {arg, min, (PT"** = PT™9) |i € Ch,
1 =i < #of available freqency bands}

THax . p ; imitation” ]
,wheréD i is the*maximum power limitation” for frequency ki

Check if enough networks in a band can be moveshédher band until the interference level is
tolerable for the subject network.

If interference from subject network is toleraler¢maining networks in the band, assign neighbor
networks to new channels and subject network t@tadable channel. If not go to step 11.

8
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Step 11: If all steps fail indicate that no channel is italale.

7.2.1.4.1.3 Output from decision making algorithm

OperatingFrequency StartFeq, StopFreq
Transmit PowerLimit
frequency bandlsShared To show whether the frequieaued is shared with

other networks or not

Transmission schedule
ScheduleStartTime Negotiatietween CMs if necessary
ScheduleDuration
NumberOfScheduleRepetitions
Schedule Repetition period
TransmissionStartTime for a network Controlled g €M
TransmissionDuration for a network

Transmission start time and transmission duratspecified by a CM. One transmission duration is
scheduled for one network.

Schedule start time and schedule duration is dédcide CM negotiation. One schedule duration is
scheduled for one CM.

Schedule repetition period is decided by CM negotia One schedule repetition period is shared by
several CMs.

7.2.1.4.2 Algorithm based on operating channel sele  ction

Coexistence problems between TVBD networks or dmvimight occur due to the disparity between the
number of allocable TV channels and the numbeeqtiired TV channels for TVBD networks or devices
over a given area.

The following three channel allocation methodsdperating channel selection are considered as téelpic
in Figure 2:

O Individual TV channel allocation

0 Shared TV channel allocation by TVBD networks af #ame/similar type

0 Shared TV channel allocation by TVBD networks daf thissimilar type
In the individual TV channel allocation, TV chanmelre dynamically assigned to each TVBD network
which use different TV channels. So it is possibl@ non-overlapped TV channels are allocated t8DV

networks. This guarantee co-channel-interferenee-ffV channel use and coexistence problem can be
eliminated through a proper TV channel allocation.

In shared TV channel allocation, two or more TVBE&morks share the same TV channel. There could be
a number of TV channels that are being shared.

If a TV channel is shared by the TVBD networks loé same/similar type, self-coexistence mechanisms
shall be applied to mitigate co-channel interfeeerfeor example, two or more 802.22 systems careshar
the same TV channel using their self-coexistencehaugism, call on-demand frame contention (ODFC).

9
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If a TV channel is shared by TVBD networks of thesinilar type, inter-system coexistence mechanisms
shall be applied to mitigate co-channel interfeeenc

Tvchannets [ [N [ [W [JR[WT [ [ T (O[OS [ (OISR [ [ T [ [ [ [ ] [ Disallowed TV channels
1
I [] AvailableTV channels
BTVWSDB VWSDE
LocalTvws [ [ | Local TVWS |
|
ﬂ
| Channel allocation ‘ | Channel allocation ‘
/ * N
) W \\

Shard TV channel use
by TVBD networks of
the same/similar type

Individual TV channel

by TVBD networks of
use

the dissimilar type

{ Shard TV channel use

Figure 2— Three channel allocation methods

Operating channel selection is done by a CM witteracting between CE/CDIS. Operating channel
selection mechanism mainly consists of two partsar@el classification and channel allocation. The
detailed procedure of the decision making of ojregathannel selection by a CM is as follows:

Step 1: Perform channel classification to prepare charaflelcation to the registered CEs. Update
channel classification and registration informatiof the corresponding registered TVBD
networks or devices

O Channel classification is triggered if flag ‘Initta Channel_Classification’ is set to be 1. Thigfla
is set to be 1 if the CM has been initialized afiewer on or TVWS channels from TVWS DB
have been updated.

0 As depicted in Figure 3, the CM firstly performgistered CE discovery in order to find out
context information of registered CEs belong to@ié.

0  After getting context information from the registdrCEs, the CM accesses TVWS DB to get the
list of allowed channels, and find out the ava#abhannel and the restricted channel that can be
used by TVBD networks or devices. To do that, tiv i@ight send an identifier of each TVBD as
required by regulation.

O Incase, TVWS DB is not available within a certiime limit, the CM requests each registered CE
to send disconnection request to the CM.

0O  After getting allowed lists from TVWS DB, the CM f@erms neighbor CM discovery to get
context information of neighbor CMs from the CDE$d get channel classification information
from its neighbor CMs.

O Once neighbor CM discovery is accomplished, the g&¥forms channel identification as depicted
in Figure 4. Through this, the CM identifies theadable channel, the restricted channel, the
operating channel already taken by the registeteaiChe neighbor CM among allowed channels
from TVWS DB.

0 The CM finally sets flag ‘Initiate_Channel_Allocati’ to be 1, in order to trigger channel
allocation.

10
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Step 2: Perform channel allocation based on channel ifileesson and other aspects such as TVWS DB
update, registered CE discovery update, neighbor @iktovery update, neighbor CM channel
classification update and registered CE’s chanmslemequest.

O

Channel allocation is triggered if flag ‘Initiateh@nnel_Allocation’ is set to be 1. This flag is &et
be 1 if the following occurs:

O If the CM has done channel classification
If the neighbor CM discovery has been updated
If the neighbor CM channel classification has bepdated

If the registered CE discovery has been updated

O 0o o og

If the registered CE requests channel move anc thex no available channels or restricted
channels to allocate

As shown in Figure 5, the CM firstly checks if TimBreresn Tvws_pdS €Xxpired. If it is expired, the
CM performs TVWS channel update. If not, the CM tommes channel allocation process and
checks current channel classification.

Based on current channel classification, the CMidiec if individual channel assignment is
possible for all registered CEs considering itghbor CM. If possible, i.e., in individual channel
assignment mode, the CM allocates an exclusiveatipgrchannel to each registered CE and sends
reconfiguration request to registered CEs. If aisteged CE does not accept the CM’s
reconfiguration request, the CM discards that tegtsl CEs. The CM updates channel
classification again to reflect channel allocati@and finally the CM sends updated channel
classification information to its neighbor CMs.

If individual channel assignment mode is not pdssithe CM enters co-channel sharing mode and
shall apply a proper operating channel selectigoréghm and/or a co-channel sharing mechanism
to each registered CE. Negotiation might be neéd@degotiation with its neighbor CM is needed.
Flowchart of operating channel selection for the SMhown in Figure 6.

11
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START

Reset Flag
‘Initiate_Channel_Classification’ to
0

'

Set Flag
‘Initiate_Registered_CE_Discov
ery’ to 1 and perform registered

CE discovery

If Flag
‘TVWS_Channel_Update’

No

Access TVWS DB -t

v

Is the TVWS DB
vailable?

Timer
expires
>

No

\ Yes

Set Flag
‘Initiate_Neighbor_CM_Discov
ery’ to 1 and perform neighbor

CM discovery

y

Perform channel identification

y

Set Flag
‘Initiate_Channel_Allocation’ to 1

v

Return

Request each registered CE to

| send disconnection request to CM

Figure 3— Flowchart of channel classification
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START

s this an available
channel?

s this a neighbor C
operating channel?

s this a neighbor Cl
operating channel?

This is a neighbor CM This is an available This is a neighbor CM

operating channel from operating channel from
¥ channel N

available channel set restricted channel set

This is a restricted
channel

Update the list of channels

No

Are all of allowed
hannels classified?

Figure 4— Flowchart of channel identification

TVWS channel update is periodically checked dutlmg CM operation. If TVWS DB is updated, the CM
notifies channel shutdown to all registered CEsl gaes back to channel classification step 1. beca
TVWS DB is not available within a certain time limihe CM notifies shutdown of all operating chasne
to all registered CEs, and requests each regis€@eid send disconnection request to the CM.

Registered CE discovery update is triggered ifsteged CE list of the CM has been changed. Throhigh
the CM perform registered CE discovery and chaahetation one by one.

Neighbor CM discovery update is triggered if neighlCM list has been changed. The CM performs
neighbor CM discovery and channel allocation bysur

CM performs a registered CE channel move if thésteged CE of the CM requests channel move due to
failure of required quality of service (QoS) withoaated operating channel from the CM. As depidted
Figure 5 the CM allocates a new operating charmiié¢ CE requesting channel move if there are alviail
channels or restricted channels. After that the @ates channel classification, and announcesitsto
neighbor CMs. If there are no available channelsestricted channels to allocate, the CM set flag
‘Initiate_Channel_Allocation’ to be 1 and perforeisannel allocation.
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Yes
Perform TVWS channel update

Is Timer TRefreshﬁTVWSﬁDB expired’?

A
Reset Flag ‘Initiate_Channel_Allocation’ < Return >

to 0

A

Check current channel classification

N

Individual Channel °

Assignment Mode?

Is a negotiation with
Yes neighbor CM needed?
Allocate an exclusive operating channel to Perform Negotiation Policy
each registered CE and
Update channel classification
Perform Channel Selection and Determine
Channel Sharing Mechanism for
registered CEs
< [
A
Send Reconfiguration Request to
registered CEs

No

reconfiguration success
for each registered CE?

v

Yes Discard registered CEs that fail to accept
reconfiguration command

>
X

A

Update channel classification

A
Set Flag
‘Initiate_Registered_CM_Channel_Classifi
cation_Discovery’ to 1
and
Send Context Information to neighbor CM

A
Return

Figure 5— Flowchart of channel allocation
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START

Channel classification

Available channel exists?

Restricted channel exists?

A

Operating channel No
with the same or similar

neighbor TVBD exists?

Select operating
channel from
available channel

Is TVBD eligible to use
restricted channel?

Select operating
channel from

restricted channel No

Operating channels
with the same or similar
eighbor TVBDs exist?

Select operating channel from
existing operating channel being
used by the same or similar
TVBD

Select operating channel from
existing operating channel being No channel select
used by the dissimilar TVBD

Y Y Y ¢

Figure 6— Flowchart of operating channel selection

Check current channel classification

1

Send Context Information to CDIS

1

Yes Allocate a new operating channel to the
registered CE and L
Update channel classification

Is there an available channel?

Is there a restricted channel?

No

s the registered CE eligible to
use a restricted channel?

Set Flag ‘Initiate_Channel_Allocation’
and <
Perform channel allocation

Figure 7— Flowchart of channel move
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7.2.1.4.3 Algorithm based on negotiation among CMs

This algorithm enables the coexistence systemdcesthe frequency bands of the coexistence managers
effectively in a case wheretwo or more TVBDs atei-CM neighbor relation. The inter-CM
neighbors are registered to the different CM anerfered with each other over the same operatiagmél
due to their geo-location, transmission range riatence range, and etc. The key processing conmp@ne
which are conducted in CM, are decision making operating channel list, round-robin
mode parameters and competition mode parameters.

Based on the decision making of operating chansteiMhen all neighbor CMs allow the independerd, us
the inter-CM neighbor network uses independent apey channels, i.e., non-overlapped operating
channels with neighbor networks or devices, cadfidgliette mode. On the other hand, when some neighb
CMs disallow the independent use, the inter-CM hiegg network shares operating channels with neighbo
networks or devices, called contention mode. Simoe-division multiplexing (TDM) is the promising
technique for sharing operating channels we congige kinds of mechanism such as round-robin mode
and competition mode. Round-robin mode sequentiabgigns time slotto all inter-CM neighbor
networks. Competition mode assigns time slot to tipdar inter-CM neighbor networks
through competition among inter-CM neighbor netvgorRetailed explanations of etiquette, round-robin
and competition modes are given in the followingsmctions.

16
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START

A

Update inter-CM neighbor list and
available channel list

A

Select etiquette mode and make
decision of operating channel list
and negotiate it with neighbor CMs

YES

Negotiation success?

Select round-robin mode and make
decision of operating channel list,
time sharing unit and slot time
position, and negotiate them with
neighbor CMs

YES
Negotiation success?

Select competition mode and make
decision of operating channel list,
time sharing unit and disallowed
slot time position, and negotiate

them with neighbor CMs

END

Figure 8— CM operation in inter-CM negotiation
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7.2.1.4.3.1 Etiquette mode

Another

e cM

Decision making of
operating channel list

Negotiation_Request
(Under negotiation,
Etiquette mode, Channel list) >

Decision making of
operating channel list

Negotiation_Request
(Under negotiation
Etiquette mode, Channel list)

-

Decision making of
operating channel list

Negotiation_Request
(Negotiation success)

Figure 9— Message sequence for the etiquette mode

As mentioned above, when all inter CMs allow théeijpendent use, the inter-CM neighbor network uses
independent operating channels, i.e., non-overkpperating channels with neighbor networks or cievi

As shown in Figure 9, after decision making of @pieg channel list a CM requests its desired opegat
channel list to another CM. Also, another CM gitles response for CM’s request after making decision
operating channel list. Each CM continues negatietibout the desired operating channel list for €M’
request until another CM responses negotiationesscmessage. Since independent operating charseels u
is possible when all inter CMs allow the independese, negotiation is performed to all inter CMbieT
procedure of decision making of operating chanistldonsists of 7 steps where step 2-5 are used for
checking usable channel list of the registered T¥B&nd step 6 is used for tuning operating chalistel
through message exchange between neighbor CMsddtaé procedure of decision making of operating
channel list is given as follows:

Step 1: Update channel classification and registratidarimation of the corresponding registered TVBDs

0  If the number of message exchanges exceeds ttaefireed number, go to step 7

O If another CM requests changing operating charnsteahd there is no updated TVBD information,
go to step 6

Step 2: Check channel classification of the correspondegistered TVBD to find available channels

O If there is no available channels in channel cfeesgion, go to step 7

18
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Step 3: Check the list of supported channel number ofrélggstered TVBD

O If there is no available channels in the suppocteghnels, go to step 7

Step 4: Check the network type of the registered TVBital that the registered TVBD is fixed type or
portable/personal type

O If there is no available channels to satisfy retjotaof the corresponding network type, go to step
7

Step 5: Check required resource of the registered TVBbnt required bandwidth

O If there is no enough available channels to satiduired bandwidth, go to step 7

Step 6: Select the operating channel list satisfying &€p
O If another CM requests changing operating charisebhd its parameter is acceptable, select the

parameters

O If another CM'’s request is not acceptable, selrdlternative operating channel list satisfyingpste
2-5

O If there is no proper available channels, go tp 3te

Step 7: Set to negotiation failure

19
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7.2.1.4.3.2 Round-robin mode

Another

et cM

Decision making of
round-robin mode
parameters

Negotiation_Request
(Under negotiation,
round-robin mode
Channel list, Time sharing unit, eta

Decision making of
round-robin mode
parameters

Negotiation_Request
(Under negotiation,
round-robin mode
Channel list, Time sharing unit, etc.)

Decision making of
round-robin mode
parameters

Negotiation_Request
(Negotiation success)

Figure 10— Message sequence for the round-robinmo  de

As mentioned above, an inter-CM neighbor in rouolbist mode shares operating channels and timesslot i
be assigned sequentially to all inter-CM neighbetworks. Since time slot is assigned to all inté4-C
neighbors, the primary advantage of this modeiisdas. As shown in Figure 10, after decision mglkih
round-robin mode parameters a CM requests its etksiperating channel list and time sharing unit
information, etc. to another CM. Also, another Clteg the response for CM’s request after making
decision of round-robin mode parameters. A CM cuargs negotiation with all inter CMs until receiving
negotiation success message. The procedure ofi@easking of round-robin mode parameters consists
of 7 steps where step 2 is used for checking whetieregistered TVBDs support time scheduling and
step 3-4 are used for tuning co-channel sharingtadl parameters through message exchange between
neighbor CMs. The detail procedure of decision mgkif contention mode is given as follows:

Step 1: Update channel classification and registratidorimation of the corresponding registered TVBDs

If the number of message exchanges exceeds thaefireed number, go to step 7

If another CM requests changing round-robin modeampaters, then go to the following
corresponding step;

0 For changing operating channel list, go to step 3

0 For changing time sharing unit, go to step 4
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Step 2: Check whether the corresponding registered TVBIxport time scheduling

0  If not supportable, then go to step 7

Step 3: Select the operating channel list through chanlaasification, TVBD information such as required
resource, supported channel number and network type

O If another CM requests changing operating charisebhd its parameter is acceptable, select the
parameters

O If another CM’s request is not acceptable, selectlernative operating channel list based on
channel classification and TVBD information

0 If parameter change requested by another CM isinmdathen go to the following corresponding
steps;

0 For changing time sharing unit, go to step 4

Step 4: Select time sharing unit such as reference timiegow time and slot time through the registered
TVBD information

O If another CM requests changing time sharing unid &s time unit is acceptable, select the
parameters

O If time unit of another CM is not acceptable, selac alternative time sharing unit based on the
registered TVBD information

O Select reference time to make time synchronizatiith other inter-CM neighbors

0 Select window time satisfying required system Qe&®gymance (latency, duty cycle, etc.)
based on the registered TVBD information

O Select slot time satisfying required duty cycletod registered TVBD based on the registered
TVBD information

Step 5: Select number of required slots based on timeirghaunit, the inter-CM neighbor list and
registered TVBD information

Step 6: Selects slot time position based on time shauimiyy, number of required slots and the registered
TVBD information

Step 7: Set to negotiation failure

21
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A

Slot time

P

|
? Time
-t -

Reference time Window time

Figure 11— Time sharing unit information for conte ntion mode

7.2.1.4.3.3 Competition mode

As mentioned above, in competition mode, time Eaissigned to particular inter-CM neighbor network
by competition among inter-CM neighbor networks. gt®wn in Figure 12, after decision making of
competition mode parameters a CM requests its etegiperating channel list and time sharing unit
information, etc. to another CM. Also, another Cieg the response for CM’s request after making
decision of competition mode parameters. A CM cuargs negotiation with all inter CMs until receiving
negotiation success message. Finally, after decisiaking of announcement parameters, a host CM
notifies negotiation results such as winner CMdistl list of slot time position to all neighbor CMs

22
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Another

CM cM

Decision making of
competition mode
parameters

Negotiation_Request
(Under negotiation,
competition mode

Channel list, Time sharing unit, etc‘)

Decision making of
competition mode
parameters

Negotiation_Request
(Under negotiation,
competition mode
Channel list, Time sharing unit, etc.)

Decision making of
competition mode
parameters

Negotiation_Request
(Negotiation success)

-

Decision making of
announcement
parameters

Negotiation_Announcement
(Winner CM list,
List of slot time position)

Figure 12— Message sequence of the competition mod e

The procedure of decision making of competition mpdrameters consists of 7 steps where step 2ds us
for checking whether the registered TVBDs supponetscheduling and step 3-4 are used for tuning co-
channel sharing related parameters through messageange between neighbor CMs. The detall
procedure of decision making of competition modeapeeters is given as follows:

Step 1: Updates channel classification and registratidormation of the corresponding registered TVBDs

If the number of message exchanges exceeds thaefireed number, go to step 7

If another CM requests changing competition modeampaters, then go to the following
corresponding step;

O For changing operating channel list, go to step 3

O For changing time sharing unit, go to step 4
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Step 2: Check whether the corresponding registered TVBIxport time scheduling

0  If not supportable, then go to step 7

Step 3. Selects the operating channel list through chlaetessification, TVBD information such as
required resource, supported channel number amebrietype

O If another CM requests changing operating charisebhd its parameter is acceptable, select the
parameters

O If another CM’s request is not acceptable, selectlernative operating channel list based on
channel classification and TVBD information

0 If parameter change requested by another CM isinmdathen go to the following corresponding
steps;

0 For changing time sharing unit, go to step 4

Step 4: Selects time sharing unit such as reference timmejow time and slot time through the registered
TVBD information

O If another CM requests changing time sharing unid &s time unit is acceptable, select the
parameters

O If time unit of another CM is not acceptable, selac alternative time sharing unit based on the
registered TVBD information

O Select reference time to make time synchronizatiith other inter-CM neighbors

0 Select window time satisfying required system Qe&®gymance (latency, duty cycle, etc.)
based on the registered TVBD information

O Select slot time satisfying required duty cycletod registered TVBD based on the registered
TVBD information

Step 5: Check disallowed slot time position based on tsharing unit, the inter-CM neighbor list and
registered TVBD information

Step 6: Generate list of contention numbers through randomber generator
Step 7: Set to negotiation failure

Also, the detail procedures of decision making mfic@ncement parameters by a host CM are given as
follows:

Step 1: Check the disallowed slot time position anddistontention numbers from all inter-CM neighbors
Step 2: Check time sharing unit information decided bgaot#ation between neighbor CMs

Step 3: Selects the winner CM list and list of slot tipesition

0 Select the winner CM list in increasing order ofi@ntion number

0 Select list of slot time position through winner Gist and time sharing unit information
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1 7.2.1.4.3.4 Input and output parameters of inter-CM  negotiation

2 Input and output parameters for decision makingteel to negotiation between neighbor CMs are as
3 follows:

Input parameters for decision making of operatingrmel list

Channel classification information

List of supported channel number

Network type

Required resource to check required bandwidth

Output parameters for decision making of operatimgnnel list

Operating channel list

Input parameters for decision making of round-rabivde parameters

Channel classification information

List of supported channel number

Network type

Network technology

Required resource to check required bandwidth

Neighbor list

Tx schedule supported

Output parameters for decision making of round#obbde parameters

Operating channel list

Time sharing unit information reference time, windime, slot time

Number of required slots

Slot time position

Input parameters for decision making of competitioode parameters

Channel classification information
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List of supported channel number

Network type

Network technology

Required resource to check required bandwidth

Neighbor list

Tx schedule supported

Output parameters for decision making of competitimode parameters

Operating channel list

Time sharing unit information reference time, windiime, slot time

Disallowed slot time position

List of contention numbers

Input parameters for decision making of announcermparameters

Time sharing unit information reference time, windiime, slot time

Disallowed slot time position

List of contention numbers

Output parameters for decision making of announcéma ameters

Winner CM list

List of slot time position

7.2.1.4.4 Algorithm based on co-channel sharing via TVBD network geometry classification

7.2.1.4.4.1 Introduction

It is very important for a coexistence system tppEurt a common channel selection mechanism and
algorithm, because it will make easier for multigdls to communicate and synchronize each other.
Subsequently, the method shall enable the systewptimize the efficiency of the frequency utilizati as
much as possible. This is because the number aohblgechannels seems not to be abundance in most of
TVBD network deployment scenarios, so the mechasisatl adapt the methods to increase the efficiency
of the frequency utilization as much as possible.
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There are two cases in channel selection proce@ure.is the different channel assignment in a edsse

the number of operable channels is abundant fghber TVBD networks or devices, and the other & th
co-channel sharing in a case where the system tawsign different channel among neighbors. This
section highlights only the part of the co-changlearing mechanism to increase the efficiency of the
frequency utilization, in a case where the systarmot assign different channel among neighbors.

The next subsection introduces one of the algorithhmplementation examples, but this standard shall
support the following channel selection managerbasts in finding the possible method to share ahgett
channel with neighbors:

O Co-channel sharing management via wireless netvoorkxistence technologies (coexistence
beacon mechanism in IEEE802.22) based on networkmegly classification among
similar/dissimilar TVBD networks, and

O Co-channel sharing management via backhaul commeciimong similar/dissimilar TVBD
networks or devices.

7.2.1.5 Network geometry classification
Network geometry is classified in the following fdypes.
1) Class#1

This class #1 is specified in a case where twoedsfit TVBD network coverage areas are
overlapped each other as showrEiror! Reference source not found., and each master TVBD
may be able to communicate each other if the saiE Radio Access Technology) and the
same operation channel are utilized without caukargnful interference each other. This decision
will need the RAT protocol capability check whethke coexistence protocol works well in the
situation. For example, coexistence beacon meamaafsIEEE 802.22 will effectively work in
this situation. On the other hand, if the netwodheduling information exchange function
between the master TVBDs with enough clock offsghgensation method between the networks
is supported in IEEE 802.11 based TVBD(s), it wldo work in this situation. If not, any packet
transmission from its slave TVBD in non-overlappiaga, which received the permission from
the master TVBD before that, cannot stop in thevag, although the master TVBD can receive
the NAV (Network Allocation Vector) information fro the other network(s).

@
TVBD (master) w/ CE function

19.1 system
é TVBD (slave)

Slave TVBD #1

Slave TVBD-#2

Figure 13— Class#1 network geometry
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2) Class#2

This class #2 is specified in a case where twoerdifit TVBD network coverage areas are
overlapped each other, but each master TVBD catmmimunicate each other even if the same
RAT and the same operation channel are used asnsimdgvror! Reference source not found..

In this case, some of slave TVBD(s) and the othaster TVBD(s) can communicate each other if
the same RAT and the same operation channel ade Tkis decision will need the RAT protocol
capability check whether the coexistence protocotka well in the situation. For example,
coexistence beacon mechanism of IEEE 802.22 bettheemaster TVBD and the slave TVBD(S)
may not effectively work in this situation, if tt@o networks are not synchronized each other. On
the other hand, if the network scheduling informatiexchanges function between the master
TVBD and the slave TVBD(s) managed by the othertera$VBD with enough clock offset
compensation method between the networks is suggpamtIEEE 802.11 based TVBD(s), it will
also work in this situation. If not, any packetrisenission from the TVBD(s) in non-overlapping
area cannot stop in the network, although the sla¥BD(s) in the overlapping area can receive
the NAV (Network Allocation Vector) information fro the other network(s).

@
A TVBD (master) w/ CE function

19.1 system
é TVBD (slave)

CDIS/CM

Master TVBD #1

TVWS network #1

TVWS network #2

Slave TVW

Figure 14— Class#2 network geometry

3) Class#3

This class #3 is specified in a case where twoedsfit TVBD network coverage areas are not
overlapped each other as showrEirror! Reference source not found., and each master/slave
node cannot communicate each other even if the $dfeand the same operation channel is

used. If the acceptable interference levk] (,.e) for each network is defined using its own
network requirement such as the required SINR atatige point of the expected network
coverage and the valul ... shall be larger than the value of the aggregateerference

power (I congary) from the other network, the situation is clagsifin Class#3a. On the other hand,
if the valuel ... Shall be smaller than the value of the aggregaitedference powerl(, ., )

from the other network, the situation is classified Class#3b. Subsequently, if the resource
sharing and the synchronized operation are possiblédbackhaul connection in Class#3b, the
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1 situation is classified in Class#3b(1). On the otlhand, if the resource sharing and the

2 synchronized operation is impossible via backhaohnection in Class#2b because of its

3 capability and latency problem and so on, the 8iinas classified in Class#3b(2).

@)
TVBD (master) w/ CE function
19.1 system
é TVBD (slave)
7777777777777777777777 Master TVBD #1
aooeptab\e(l' f,) I aoceptab\e(zv fj) )
secondar
Slave TVBD #1

4 (Frveo @ ) < Die @1, ) && (11102 ) S e (2.,

5

6 Figure 15— Class#3 network geometry

7 4) Class#4

8 This class #4 specified in a case where two diffef@/BD network coverage areas are overlaid

9 each other as shown Error! Reference source not found.. The term “overlaid” means here that
10 a smaller network coverage area of TVWS networks#dtally covered in a wider network area
11 of TVWS network #1. This decision will need the RAfotocol capability check whether the
12 coexistence protocol works well in the situatioor Example, the coexistence protocol of IEEE
13 802.22 can effectively work in this situation. Sepgently, the master/slave TVBD(s) in the
14 overlapping area can receive the NAV (Network Adition Vector) information from the other
15 network(s), so it can also work in this situatibtowever, if the interference power from network
16 #1 to network #2 is in harmful level for the netwaf2 operation, it may be unable to operate
17 network#2. The obligation interference managementte primary protection could be shrunk in
18 the master TVBD#1 in this case. On the other hi&rghall be in master TVBD of each TVWS
19 network in the other classes.
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19.1 system

@

TVBD (master) w/ CE function

é TVBD (slave)

Slave TVBD #1

Figure 16 — Class#4 network geometry
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1 7.2.1.5.1.1 Algorithm description

START

(P#1) Neighbor TVBD discovery

CDIS
operation
CM
operation
o . . (BC#4) Potential aggregated interference
4 p i
(B'?I b I}S [If_:};‘;‘ 0: erlall() ping are,a ‘,: ith ‘ (P#3) Interference power level check ‘ }—» level will be less than the acceptable value
e other network coverage : N in each TVBD network operation ? Y
Y N
(BC#2) Common radio interface operation
between the overlapping TVBD is
possible ?
Y
A
‘ ‘ (P#2) Network coexistence protocol check ‘ ‘
A
(BC#3) The network coexistence protocol
will effectively work
in the network geometry class ? N
A
Y
‘ ‘ (P#4) BAclhaul connection check ‘ ‘
(BC#5) Co-channel sharing with the other
TVBD network via backhaul connection is
N possible ?
Y
A J
(DS#3) Co-channel sharing by (DS#4) Same channel
(DS #1) Co-channel sharing by means vanc of conchronizer pat assi
of synchronized operation via wireless (DS#2) No channel means frf sync hmm_/,( d operation assignment
p B o - allocati via wired connection between/ between/among
connection with similar TVBD allocation among similar/dissimilar TVBD i ilar TVBD
2 networks networks networks

Figure 17— Co-channel sharing procedure

3
4  The Error! Reference source not found. shows the channel selection procedure. This proeets
5 composed of four final decision statuses (DS#1-D)$#4his channel selection procedure, four proegsss
6  (P#1-P#4) for the decision making of channel si@actnd five branch conditions (BC#1-BC5).

7

8

The four final decision statuses are as follows:

(DS#1)
9 0 Co-channel sharing by means of synchronized operatia wireless connection with similar
10 TVBD network
11 (DSs#2)
31
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O No channel allocation for the target TVBD
(DS#3)

O Co-channel sharing by means of synchronized operatia backhaul connection between/among
similar/dissimilar TVBD networks

(DS#4)

O Same channel assignment between/among similarfdiasiTVBD networks

The four processes are as follows:

(P#1)

O  Neighbor TVBD discovery

O This process shall be conducted using the procedand the message exchange in chapter 6,
and the CM can obtain the neighbor TVBD networkrgety class information from CDIS.
This information is specifically utilized in the tmeork coexistence protocol check process
(P#2).
(P#2)

O  Network coexistence protocol check process

O This process shall check whether or not the netveokkxistence protocol as indicated with
NetworkTechnology and addNetworkTechnology can ctiffely work in the network
geometry class.

O The result of this process is utilized in the fidalcision making process whether or not co-
channel sharing by means of synchronized operatianwireless connection with similar
TVBD network is possible.

(P#3)

O Interference power level check process

0 This process shall be conducted using the TVBDrable interference power level
information of TolerablelnterferencelLevel of Diseoy_Information, and the result of this
process is utilized in the decision making on carutel sharing with the other TVBD
network.

(P #4)

0 Backhaul connection check process

O This process shall be conducted using the guamnt€gS information of
GuranteedQoSOfBackhaulConnection and is necessatlyd decision making on co-channel
sharing with neighbor TVBD network.

O There will be several viewpoints in checking baakheonnection, but the following check
point shall be at least necessary.

O Ascertain whether the required minimum bit ratesl &ime required communication
latency can be satisfied in conducting co-chanhatiag via backhaul connection with
the similar/dissimilar TVBD network
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The five branch conditions are as follows:

(BC#1)

O  This branch condition shall be conducted basedhendsult of the network geometry classification
process. If the network geometry class is clas$d3¢2/class#3, go to BC#2. If not, go to P#3.

(BC#2)

O  This branch condition shall be conducted basedcercapability of the operable radio interface of
the target TVBD networks. If the same radio integf@an utilize in all the target TVBD networks,
go to P#2. If not, go to P#4.

(BCH3)

O This branch condition shall be conducted basechemetwork coexistence protocol check. If the
co-channel sharing via wireless link is possiblefgDS#1. If not, go to P#4.

(BC#4)

O  This branch condition shall be conducted basedhenresult of mutual interference power level
check process. If the co-channel sharing does aosec the harmful interference for the other
TVBD network operation, go to DS#4. If not, go t&4P

(BC#5)

O  This branch condition shall be conducted basethemesult of backhaul connection check process.
If the co-channel sharing is possible, go to DS#80ot, go to DS#2.

7.2.1.5.2 Algorithm based on load balancing

7.2.1.5.2.1 Introduction

It is very important for a coexistence system tieafvely utilize the distributed processing povedrthe
coexistence system operation, and to maximize tineber of the registered TVBD networks or devices in
accordance with the conditions of the coexisterystesn operation. Specifically in a case where ai€M
co-located in a TVBD device, the channel selecpoocessing for the connected CE and the connected
TVBD network/device will be large burden from awijgoint of its power consumption. Or, in a case wher
the number of TVBD network or device dynamicallyanfges in an ad hoc outdoor event e.g. a music
concert, effective utilization of distributed CM qmessing power will be great help for an ad hoc
coexistence system installation.

Although next subsection introduces one of the rilgm implementation examples on channel selection
process, this standard supports the three charelettion policies, which are centric coordination,
distributed/autonomous coordination and cooperato@ dination, and its dynamic reconfiguration ba t
channel selection policies in accordance with @qgable processing load in each CM operation.

7.2.1.5.2.2 Algorithm description

Algorithm of the dynamic switching of the channelextion policies, which changes the channel select
policy in accordance with the conditions of thexistence system operation, is shown in Figure 18.
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< START )
1

(P#1) Master CM selection

L

(BC#1) No master CM candidate ?

Y
\L N
(P#2) Centric resource management operation
(BC#2) Processing burden check of the
v\ master CMis less than the overload capacity ?
" \I/
(P#3) Selection of slave CM candidate which
takes a part of the distributed resource manager
\I[
(BC#3) Is there any CM candidate ? (P#4) Distributed resource management operation
Y
N
(BC#4) Processing burden check of the CM is
less than the overload capacity ? v
\I/ N

(P#5) Find the TVBD network with CE candidate

Which accepts the delegation of authority on the

channel selection process in the overloading CM

(BC#5) Is there any TVBD network with CE
N candidate ?
Y\l/
(P#6) Cooperative resource operation
(BC#6) Processing burden check of the
TVBD network with CE is less than the
overload capacity ? Y
N
Refuse new entry of TVBD (P#7) Reselection of CM candidate which takes a
vy part of the resource manager of the new entry

Figure 18 — Channel policy switching procedures

This procedure is composed of seven processes RR#)-and six branch conditions (BC#1-BC6) as
follows.

The seven processes are shown as follows:

(P#1)

0 Master CM selection
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(P#2)

O Centric channel selection operation via the mashr
(P#3)

0 Selection of a slave CM candidate, which takes & ph the distributed resource manager,
using the maximum number of controllable TVBD devior network as defined with
MaximumNumberOfControlableTVBD

(P#4)

O Distributed channel selection operation by multipids
(P#5)

0 Find the TVBD network with CE candidate which adsethe delegation of authority on the
channel selection process in the overloading CM tiuthe acceptance of change request from
management service to information service

(P#6)

0 Cooperative channel selection operation, due to dlceeptance of change request from
management service to information service

(P#7)

0 Reselection of a CM candidate which takes a pathefresource manager of the new entry of
TVBD, using the maximum number of controllable TVRI2vice or network as defined with
MaximumNumberOfControlableTVBD

The xix branch conditions are shown as follows:

(BC#1)

0  This branch condition shall be conducted basedendsult of the master CM selection process. If
the master CM candidate is found, go to P#4. If gotto P#2.

(BC#2)

O  This branch condition shall be conducted basedendsult of the processing burden check of the
master CM. If the burden seems to be lower tharotlegload capacity of the master CM, back to
P#2. If not, go to P#3.

(BCH3)

O This branch condition shall be conducted basedemndsult of the selection of slave CM candidate
which takes a part of the distributed resource mandf the slave CM candidate is founded, go to
P#4. If not, refuse new entry of TVBD.

(BC#4)

O  This branch condition shall be conducted basedendsult of the processing burden check of the
target CM. If the burden seems to be lower thanatberload capacity of the target CM, back to
P#4. If not, go to P#5.

(BC#5)
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O This branch condition shall be conducted basedhenésult of the selection of CE candidate which
accepts the delegation of authority on the champmetess in the overloading CM, due to the
acceptance of the change request from managemerntes¢o information service. If the CM
candidate is founded, go to P#6. If not, go to P#7.

(BCH6)

O This branch condition shall be conducted basedemndsult of the processing burden check of the
target CE. If the burden seems to be lower tharoteeload capacity of the target CE, back to P#6.
If not, go to P#7.

7.2.1.5.3 Algorithm based on output power level con  trol

7.2.1.5.3.1 Introduction

It is very important for a coexistence system tdrads the aggregated interference problem in tigetta
protection service contour due to the multiple dtemeous transmissions of neighbors. For exampke, t
target protection service will be an incumbent Eerand a prioritized TVBD network or device (iearly
comer of each corresponding channel) and so ortifgadly in a case where multiple similar/dissianil
TVBD networks or devices are using same channd& ireighborhood area, a harmful interference may
occur in a protection service contour. To solve thtioblem, coexistence system shall support at tees

of the methods as follows:

O Flexible margin based calculation method

0 The output power level of the registered TVBD netwoor devices is calculated using the
flexible multiple interference marginv|) value in accordance with the number of active
TVBD networks or devices in neighborhood area.

0 Calculation method of maximized output power lesfel'VBD networks or devices

0 The output power level of the registered TVBD natkgoor devices is calculated based on the
total aggregated in-block emission level and oothllevel of the active TVBD networks or
devices in neighborhood area.

First, a few definitions are provided for the teramsl concepts used with the algorithm. Those diexed
by the algorithm implementation examples.

7.2.1.5.3.1.1 Maximally allowed interference level (1 ceyapie)

Maximally allowed interference level to the protentservice receiver could be calculated as follows

I — Prxfrequired (fBS)
acceptable ™ PR(fcr~ fas) ,
10 10

P

acceptable ' " rx_required
the protection service receiver in a referencentpghe required received signal power of a pratect
service (i.e. broadcasting, wireless microphone sman) receiver in the referent point, and a mimm
required SIR (Signal to Interference Ratio) levélpootection service receiver, respectively. Inase
where the interfere-victim reference point is ipratected contour of DTT service, required (fBS)show

)

where | (st) and PR(f, — ;) show the maximally allowed interference level to

the minimum receiver sensitivity level of protectiservice receiver plus 3 [dB] due to the consitleneof
noise effect.
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7.2.1.5.3.1.2 Interfere-victim reference point

The selection criteria of interfere-victim referenpoint are one of the important things to cal@uldte
maximum transmission power allocation for multipBDs.

If one considers the mutual in-block/out-of-blociterference effects among TVBDs, only one selection
criterion, which shall be to choose the closesinpdor each TVBD in the protected contour of the
protection service as shownHmror! Reference source not found., would be.

TVBD#2

(f1 use)
Reference point
forTVBD#2 and f1
Frequency [Hz]
fl 2
TVBD#3
(2 use)
@
é /Protected service area for (f1
Transmitter of protection service TVBD#1
(Frequency channel#f1 use) Reference point (f1 use)

forTVBD#1 and f1

8 Figure 19— Selection criterion of the interference  -victim reference points for the maximum

9

10

11
12
13
14
15
16
17
18

power allocation for multiple TVBDs

7.2.1.5.3.1.3 Reference point on a potential interf  ering node

The positioning information of the target TVBD mbg the one of the closest slave TVBD or virtualsla
TVBD in its network coverage area for the protettservice contour, if the interference signal ie th
reference point caused by the transmission of ltheSTVBD is larger than the interference signalssd

by the transmission of the master TVBD accordingh&se transmission parameters. The “virtual” means
here that a slave TVBD is assumed to be in the edgetwork coverage area of the master TVBD as
shown inError! Reference source not found.. In these cases, the transmission parametersedldve
TVBD are used for this calculation step, the rafesepoint of the slave node should be each clqe@st

for the protection service contour.

37
Copyright © 2011 IEEE. All rights reserved.



1

2Figure 20— Example of a reference point on a poten

3
4

14

15
16

17

July 2011

ference point for TVBD I

@
é “Protected area for (1)

Transmitter of protection service
(Frequency channel#f1 use)

tial interfering
the interference-victim reference points for the ma
TVBDs

7.2.1.5.3.2 Algorithm description

7.2.1.5.3.2.1 Flexible margin based calculation

\
(Virtual)§lave TVBD

\

Master TVBD#1
(fluse) |
I

/

etwork coverage ,a{ea of TVBD
network #1
N - - _ - s

Potential interferer(s)

node selection criterion of

ximum power allocation for multiple

Flexible margin based calculation way of output povevel is explained in this section. The caldokat

way can be formed as follows:

If the target TVBD uses the same channel as thgeushannel(s) of interference-victim receiver ie th

reference point,

R (f;.k)=1

If the target TVBD uses a different channel witk thisage channel(s)
reference point,

acceptable

(i.6)+L, (i f, k) -G (f,.k)-MI —sm

(1)

of interference-victim receivéhe

P (£ KK) = 1 occamanie (1 T ) + Ly (10 T k) =G (£ k) =M1 =M +H (f, kk) (1)

i
Definition of each parameter is shown in TableMl.is assumed to
number of active TVBD networks or devices.

T

be an adjustable value according to

Table 1— Parameters for output power level control algorithm
Input/Output/EstimatedValues inParameter Notes
CM
Input from the other TVBD | el ) Maximally allowed interference
network or device/TVWS DB t¢ eadet” 117 (dBm) level to the protection  servig
aCM receiver in interfere-victim
reference point# i for the

frequency channel #
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Output from a CM to 4
CDIS/CE/TVBD network or
device

Pe(f5K) (@Bm)

Maximum permitted EIRP of

TVBD #K for frequency channg

#] . This maximum value may b
different from the other TVBD(s
according to its location.

EstimatedValues based on in Ci

LG, f, k) -

Path loss between TVBDk#and
interfere-victim reference poin
#i for frequency channel §#

EstimatedValues in CM

P.(f, . Korkk)

(dBm)

jorjj?

Maximum permitted EIRP o
TvBD #( k or kk ) for
frequency channel #(or |j)

EstimatedValues in CM

Ly (i T KOIK) g

jorjj

Path loss between TVBD # or
Kk )
reference point # for frequency
channel #(j or |j)

EstimatedValues in CM

G( foy kOrkk) (g

jorjj?

Total gain of TVBD #(k or
kk ) for frequency channeg
#( ] or Jj ). Antenna gain|

antenna beam pattern and so
are given in the exampl
parameters

EstimatedValues in CM

H(f 1. KK) (gp)

Total rejection level of TVBD
# kk for adjacent frequenc
channel # jj for the target

frequency channel #

Adjacent channel selectivity
adjacent channel leakage ral
and so on are given in th

example parameters.

and the interfere-victim

)

on

io

EstimatedValues in CM

Number of TVBD(s) which may
use the target frequency chan

#( ] ) simultaneously

nel

EstimatedValues in CM

Number of TVBD(s) which may
use the target frequency chant

#( ]] ) simultaneously

nel

EstimatedValues in CM

Number of neighbor channel(
for the target frequency chann

# ] being considered i

5)
el
n

calculating aggregated mutu
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interference power level

7.2.1.5.3.2.2 Calculation method of maximized outpu t power level of TVBD

An optimized solution to specify the output powdrTo/BD networks or devices is explained in this
section. If one considers the mutual in-block/ofablock interference effects among TVBDs, one & th
calculation ways could be as follows:

(Step 0)
The parameters for each TVBD which are shown ind abre input.
(Step 1)
Calculation of local specific output power of TVBE)(without considering mutual
interference effect on in-block/out-of-block interénce signal from the other TVBD(S).
The criteria for the calculation are summarizedih.
(Step 2)
Recalculation of local specific power for each TVR@th the in-block/out-of-block
interference effects from the other TVBD(s), whicbuld be calculated based on the
results (B, (f;;,kk) ) of step 1 for each TVBD, in the following form:
'accentable(i’fl) 0O; i PtX(fu 'kk)+LP(i’fU 'kk)_G(fu 'kk)+H(fJ 'fu ’kk)
R, (f,.k)=10log,| 10 © - 10 10 @)
ji=1,ii# ] kk=1
+L, (1. f,.k) -G (1, k).
(Step 3)

Some interference margin due to the degradatiosach Rx( f;,k) may be generated

in the step 2. Therefore, in this step, the mosgereinterfere-victim reference point to
adjust the output power of TVBDs is chosen accadinthe following criteria:

if SM is not considered in the step 1,

la”e‘"ah'e(i’fi) P.‘X(fl 'k)_"n(i o 'k)+G(fJ ’k)

) _ 10 -10 10 3)
I =arg mi O Ny Pl ke)-Lo(i. 1y ki) +a( Fy ki) =H(F LT ke ||
- Y Yo 0
ji=Lji# ] kk=1
and if SVl is considered in the step 1,
(R Pl 7 K)=Ly (i, f; K)+G( F; k)+sm
) . 10 10 -10 10 3)
I =arg min 0, Ny Pl fy k)L (i,f k) +G( 1 Kk)=H(f; 1y k)M | [
' - 10 10
ji=Ljizj kk=1
40
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(Step 4)

Calculation of output power adjustment valeto fulfill the interference margin for
each TVBD in the following criteria:

if SVl is not considered in the step 1,

Pl £.K)+8; L, (i" 1 K)+6( £, K)

10 10
. 4
Iaoceptable(l Y ) 210log, 0 Ny Pl k)eay (it )+ 1 K)-H(1 1 k) a( )
-3 S g
L ii=Liji#j kk=1

and if SV is considered in the step 1,

[ P k) L (i f; K)+G(F; K)+sm

10 10 ,
. ) 4)
Ptx(f“,kk)+A“—Lp(| Ay ,kk)+G(f“ ,kk)—H(f f ,kk)+SNI )

OJ N 1l 170
IPRT o

L Ji=Ljj#] kk=1

Iaoceptable (l, fj ) =10 log_LO

If all the value ofA]- and Ajj are regard as the same vaIuAF(A]- =A“)), a

selection criterion to choose the value/dfcould be obtained as follows:

if SM is not considered in the step 1,

P FK)=Lp 1", F5 K)+G( 1, K)
10 10
DS e i+ T;) ~1010g 0

3 S :

ji=Ljj# ] kk=1
and if SVl is considered in the step 1,

N” Pltx(f” YI<k)_|‘P(i”fJJ 'kk)+G( fJJ 'kk)_H(fJ 'fll ’kk) ! (5)

Po( 1 K)=Ly(i", 1 K)+G( £ K)+m
10 10
AS Iacceptable(i" fj)_lologlo o)

3 S .

Ji=Ljj# ] Kk=1

P f5 K)o (i 15 )+ {1 ) =H (£, .5 )+ | ()

(Step 5)

The final results of local specific output powerTdfBDs are calculated as follows:

P (k) =Py (f,.k)+A. (6)
The steps are summarized in Figure 21.
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Specified parameter
Inputs for each TVBD
(Interference-victim reference point, target
channel(s), allowable interference level and so on)

L

Step1 Step1 Stepl
(TVBD#1) (TVBD#2) (TVBD#n)

Step3
I
\ 4
Step4
Ay JA%) An
\ 4 v v
Step5 Step5 Step5
(TVBD#1) (TVBD#2) (TVBD#n)
\"’—‘ii __________ I 7777777777777777777777 i ‘/3
P

Figure 21— Procedures to calculate local specific output power of TVBDs

7.2.1.6 Other algorithms of coexistence management

In addition to the coexistence decision making algm or algorithms a CM may have other algorithms
related to the coexistence management. Examplasobfalgorithms are described in this clause.

7.2.1.6.1 Channel classification and channel settr  ansition

This algorithm focuses on maintaining channel amglity information for TVBD networks or devices
operation over TV white space. The CM shall mamthie status of the TV channels which is availdbte
TVBD networks or devices operation at their locateccording to the policies and rules establishgd b
regulation. The CM shall obtain information on th¥ channel status with respect to the presence of
incumbents and TVBD networks and devices at thagation and it shall use this information as input
parameters for coexistence decision making sudhasnel selection, channel management, and etc.

To maintain the status of the channels availabiteofieration, the CM shall be able to collect ansefu
information from the following sources:
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TV bands database
CDIS
Neighbor CMs

O o o

0 Measurement report from CE (originated with TVBDwerks or devices)

The channel availability information shall be defihduring the initialization of CM and it shall be
periodically updated during the operation of CM.

In order to start operation of TVBD networks or m@g, CM shall select and assign a proper operating
channel for TVBD to solve coexistence problems agn®BD networks or devices. A proper operating
channel shall be selected from one of allowed célsrat locations of TVBD networks or devices.

Status of given allowed channels will be dynamicalhanged based on incumbent activities, activities
other TVBD networks or devices, relocation of TVBDBxc. To facilitate coexistence between TVBD
networks or devices, the CM shall know status of diannels at locations TVBD networks or devices
such as:

Which channel is available for TVBD networks or thes
Which channel is disallowed by regulation, or bg thquest of incumbents

Which channel should be protected due to currentritbent activity

Which channel should be restricted with limitatiom®rder to use by TVBD networks or devices

O oo o o

Which channel is already being used by other TVEBvorks or devices

0 Etc.

The channel availability information shall be mained based on TV channel classification. All TV
channels are classified in the following 8 sets:

Disallowed channels
Allowed channels
Available channels
Protected channels
Restricted channels

Unclassified channels

O oo ogooo g

Operating channels

0  Coexistent channels.

The disallowed set is a set of channels disallofeedny TVBD networks or devices by regulation byr

the request of incumbents. It should be providedWybands database and will be updated if necessary
For example, in the U.S. TV channel 3, 4, and 3 disallowed by regulation. Also a TV channel
registered at TV bands database by a licensedesgahicrophone is disallowed for any TVBD networks
or devices.

The allowed set is a set of channels allowed foBD\hetworks or devices. It should be provided by TV
bands database and will be updated if necessarf\BD networks or devices should first obtain st lof
the allowed channels before their operating overchsnnels.

The available set is a set of free channels availaip TVBD networks or devices.
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The restricted set is a set of channels restriiagse with limitations due to regulation. It cam lsed by
TVBD networks or devices under limited conditionegefined by regulation. For example, in the U.S. a
portable/personal TVBD can use “the first adjaceimhnnel of the incumbent activating channel” with
limited transmit power< 40mW EIRP) by FCC regulation.

The protected set is a set of channels to be pgeatetue to incumbent activity. It cannot be usedaby
TVBD networks or devices.

The unclassified set is a set of channels hasewt blassified as one of listed above three sets.

The operating set is a set of operating channdlghesed by each TVBD network or device. If each
TVBD network or device has different operating amalnspectrum etiquette, i.e., FDM (frequency dons
multiplexing), among TVBD networks or devices i©i@vable.

The coexistent set is a set of channels being dHayetwo or more TVBD networks or devices as an
operating channel. TVBD networks or devices migiddha coexistence mechanism to resolve co-channel
interference among them.

11
Operating —
Set ]
A
6
12 4 7
v
Coexistent
Set
A
11

Figure 22— Channel set transition diagram

The transition diagram for each channel set casis6 states and 11 events as depicted in Figurétie
disallowed and allowed channels are omitted in tindnsition diagram because those channels are
classified by TV bands database and the sum ofadobej restricted, protected, unclassified, opaggtand
coexistent channels is equal to the allowed chanRalssible events for each state transition dieeatkas
follows:

O Event 1: If the channel already being used by oviBO network (or device) is assigned to other
TVBD networks (or devices) so that two or more TVBBtworks (or devices) use the same
channel as an operating channel

44
Copyright © 2011 IEEE. All rights reserved.



0 N OO0 AW N

21

22
23
24
25
26
27

July 2011

O Event 2: If the channel is released by other TVB&works (or devices) so that the channel is
being used by only one TVBD network (or device)

O Event 3: If the channel is released and not be byeghy TVBD networks (or devices) due to the
completion of its usage

O Event 4: If the channel is assigned to one TVBDwoek (or device) and not shared by any TVBD
networks (or devices)

Event 5: If the channel is assigned to two or miov8D networks (or devices) at the same time
Event 6: If an incumbent activity has been infornoedhe channel

Event 7: If the channel temporarily satisfies tloadition that requires its usage with limitations
due to regulation, e.g., in the U.S. if an incunketivity has been informed on the channel (N),
the first adjacent channel (N+1) can be used by @nlportable/personal TVBD with limited
transmit power, say 100mW EIRP

Event 8: If the channel is released by an incumbaetto the completion of its usage

Event 9: If the channel is exempted from its terapprestriction and free to use without limitation,
e.g., in the U.S. if the channel is released by ittimbent on the channel (N) due to the
completion of its usage, the first adjacent charfNeil) can be used by any TVBD networks (or
devices)

0 Event 10: If the channel is not occupied by an imbant or any TVBD networks (or devices)

Event 11: If the channel is not classified or updawithin the predefined time expiration

Table 2— Channel set transition matrix

Event

Event 1 Coexistent

Event 2 Operating

Event 3 Available Available

Event 4 Operating Operating

Event 5 Coexistent Coexistent

Event 6 Protected Protected Protected Protected Protected
Event 7 Restricted Restricted Restricted Restricted Restricted
Event 8 Available

Event 9 Available

Event 10 Available
Event 11 Unclassified  Unclassified  Unclassified  Unclassified  Unclassified

Based on channel classification and channel sasitran diagram, the channel set transition maisix
defined as depicted in Table 2. Each row specifiesstate transition due to each event. Each column
specifies state transition due to the events im eaw for a particular current state. A blank ceithin the
transition matrix implies that either the speciieent cannot or should not occur within that stAred if

the event does occur, the CM shall ignore it. Bameple, the protected channel cannot directly ttaas
operating channel. Therefore, there is no operatirannel in the first column (i.e., operating colym
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7.2.1.6.2 Un-configuration algorithm

A TVBD performs measurement on disabling mis-lodal&BD or its configuration invalid channels and
its CE reports measurement results to the CM. Wherchannel number is indicated in a measurement
request message sent from a CM, the detectionsabling mis-located TVBD or its configuration inial
TVBD shall be done on that requested channelshdfrheasuring TVBD detects any signal from other
TVBDs on the requested channels, it assumes thet th channel usage by a disabling mis-located D'VB
or its configuration invalid TVBD. When the CM rdsis in a CMS and has one or more registered CEs
residing in a fixed or a mode Il TVBD under contrdiie CM may access to the TVWS DB to obtain
available channel lists at the position of registeCEs and choose the channel to request measuremen
based on the available channel list. When the Cditles in a fixed or a mode Il device with one oreno
registered CEs in a mode | TVBD, it may use thedlalike channel list at the position of a fixed omade

Il device unless the location information of CEkiown. When the CM does not give the explicit chenn
number to the CE of a measuring TVBD, the CE cakense of the available channel list obtained feom
CM or a TVBD that can directly access to the TVWS8.O'he CE would make a decision on which
channel to measure during the requested measurgregotl base on the available channel list. Incdmse

of CE residing in a fixed or mode Il TVBD, it maytin available channel list from the TVBD it is
residing in because all the fixed and mode Il TVBIDst have an access to TVWS DB. It also can access
to the CM to request available channel list apdsition. If the CE resides in a mode | TVBD, ihazbtain
available channel list from a fixed or a mode IVide it is associated to. If the CE resides inrsseg only
TVBD, it can obtain available channel list by conting channel sensing through TV bands. In thiecas
the CE or the TVBD does not have to aware of al &vailable channel lists all the time; it would be
enough for them to have a couple of back-up chanfiéle CE may request a measuring TVBD to perform
measurement on unavailable channels which areadélddo primary users based on the available cthanne
list it obtained. If the measuring TVBD detects aiynal from other TVBDs on those unavailable clesn

for itself, it assumes that there is channel udage disabling mis-located TVBD or its configuratio
invalid TVBD.

7.3 Neighbor discovery

Neighbor discovery is a mechanism with which a Cikd$ out for the TVBD networks or devices
registered to it the potentially interfering TVBRad any information related to them required fa @M

to communicate with other CMs. A CM may performgidior discovery for TVBD networks or devices
that are registered to it. That is called intra-@&ighbor discovery. A CM shall use the neighbocal®ry
service that CDISs provide to find at least thosigimbor TVBD networks or devices that are registace
other CMs. That is called inter-CM neighbor disagvéd CM may also use a CDIS for both intra-CM and
inter-CM neighbor discovery.

From the neighbor discovery the CM has all the mid#ly interfering TVBDs and the following related
information for all the TVBD networks or devicesthare registered to it:

1) Interferer identifier

2) Interferer's CM

3) Interferer’s technology
4) Interference direction

5) Interference levels
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7.3.1 Neighbor discovery service

Neighbor discovery service is a coexistence sertlie¢ CDISs provide to CMs to find out potentially
interfering TVBDs regardless of which CM serve thd8vBDs. A CDIS shall provide to the CM up to
date list of all the potentially interfering TVBDOkat are registered to a coexistence system. A Gall s

determine whether it wants the CDIS to perform dhly inter-CM neighbor discovery or both the inter-
CM neighbor discovery and the intra-CM neighborcdisery.

7.3.2 Neighbor discovery algorithms

7.3.2.1 Algorithm based on statistical analysis of the expected interference

7.3.2.1.1 Input parameters from a CE to the interfe  rer discovery

Following information needs to be considered asiiripr interferer discovery calculations:

O

Geo-location of the Mode |l or Fixed device

O

Environment type
O Indoor/outdoor, urban/suburban/rural, (office, homall, floor number ...)
HAAT (hT and hR)
Supported frequencies
Reference bandwidth (BW)
Receiver characteristics (two alternatives)
O  Minimum SINR for the network to operate (SINRmimdanoise figure (NF)
O  Minimum receiver sensitivity
O  Transmitter characteristics
0 Maximum transmission power Ptxmax with antenna ertigs (see point 7)
O EIRP
O  Antenna directivity D, ¢)

0 0 is an azimuth angle anflis an elevation angle (implicitly included in Iatequation) and
antenna loss La (Combination of directivity andeamia loss is antenna gain)

7.3.2.1.2 Formulas for path loss evaluation

Propagation model has an essential role when dstignpath loss between a transmitter and a receiver
under study. Figure 23 illustrates a model to estiininterference between TVBDs of two networks,nél a

B. The master of network A and network Bare Fixedvimde Il devices who initial the network A and
network B, respectively. Locations of these ma$¥BDs are known and those are the locations of drixe
or Mode Il devices that are using the services ebaxistence system. If a mode Il devices act under
control of a master device (fixed or mode Il) ardather devices depend on the operations and egiste
of such mode Il devices, their location informatiemot necessary and the same process perforthgatas
to Mode | devices.
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Figure 23 - An illustration of interference calculation between
two TVBDs representing two networks

Locations of Mode | TVBDs are not known but estiathby coexistence system. In the estimation, we
assume that Mode | devices are uniformly distridwtéhin the communication area of their masterickev
(fixed or mode 1) in network A and network B a®s in Figure 23. The cumulative distribution funat
(CDF) of potential interference from Network A tcetWork B is calculated by coexistence system, and
vice versa. The interference level which 90% ofidew receive interference equal or less than (refer
90% interference level in the following context)tien taken as the possible interference value degtw
two networks.

Following aspects needs to be taken into accourtvelvaluating whether TVBDs are interferers or not:

0O Propagation model (L(r, X))

0 L is attenuation over a certain link between admitter and a receiver. The r is the distance
between the transmitter and the receiver and >esgmits all the other parameters that are needed
to define the attenuation.

O The following formula can be used to evaluate thenaiation between a transmitter and a
receiver

O L¢(...) =10log (4r/\)a — 20log(hT*hR),

O inwhichAis a wavelength andis an environment related attenuation expone(ftie¢ space
= 2, otherwise higher). Operating environment arakimum transmission power should be
used to define the value of the attenuation expielen

O  Distribution model
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0 Both transmit and receive slave devices (Mode Skave Mode Il) are assumed uniformly
distributed around its master device (Fixed or MbByeithin the communication area.

O The location of devices can be randomly generatgablar coordinates, with radius r and angle
o following the distribution as.

O pdf(e)=1/2n

O  pdf(n)=(2/IR"2)r

O in which R is a radius of communication area.
0 Communication area of a network

0 Communication area is the coverage area that tretemédevices (Mode Il or Fixed devices),
provides to their networks.

0O Interference area of a network

0 Interference area is the area within which theai¢gvel from any device of the network within
the communication area of the network is equaktamger than N+Im

O Im is interference margin that defines how muclerii@rence a device tolerates above the
noise level from another device at a receiver ifmfore the other device is deemed as an
interferer.

O If the specification defines a commonly used Inmuealor all the networks and users, one can
determine the interference area for each netwoplarséely without knowledge about the
other network and its devices parameters. If eatlvark/device can determine their own
interference margin, one needs to determine intemfee areas for network pairs rather than
for individual networks.

0 What is the 90% potential interference level frondevice in the network A to a device in the
network B and vice versa?

0 This may be estimated by considering two randomtyated slave devices of two networks, and
finds out the interference level that 90% of desioeceive interference equal or less than.

Prx = Ptxmax + Gte(_B) + Gr f_A) — L(r, x),

where Prx is receive power of a device in eithetwoek A or network B, Ptxmax is the
maximum transmit power of a device from either retwB or network A, respectively.. The
L(r, x) represents the path loss between the twaicde of two networks, where the distance
between two devices of two networks r is calculdiaded on the randomly generated locations
within communication area of two networks.

0 To calculate CDF of potential interference fromexide in network A to a device in network B,
or vice versa, at least 100 realizations of trattemand receiver location shall be generated.

O Figure 24 illustrates an example CDF of potentitéiference from a device in Network A to a
device in network B, where 90% interference lewel93.4977dB. This value is taken as a
potential interference between two networks.
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CDF

Potential interference (dBm)

Figure 24 - An illustration of CDF of potential interference be tween
two TVBDs in two networks

With these parameters the CDIS estimates wheti&BD and potential Mode | devices it may serve can
interfere with TVBDs in another network operateddnother TVBD connected to a coexistence system.
Additionally, the CDIS estimates the interferengpet (mutual, source, victim) in case there is piaén
interference between the TVBDs.

Here we haven’t considered the frequency thatéslus the calculations. We shouldn’t leave thisreht
up to the implementations since if the range ofdbpported frequencies is large compared to theecen
frequency, the outcome of the analysis may vargtaWe wonder if the specification should give clea
rules in which frequencies of the commonly supmbftequencies the analysis should be done.

7.3.2.1.3 Interferer discovery procedure

A CDIS performs interferer discovery calculationsr feach TVBD that has been registered to it.
Calculations are done in TVBD pairs and if the T\inder consideration serve Mode | TVBDs or Slave
Mode Il device, the CDIS needs to evaluate 90%fetence level of those devices and use those atsfm
as the interference level between any two Mode dlave Mode Il devices in two networks. Only those
TVBDs that have overlap in operating frequency &dfiges are taken into account in the evaluation.
Their current operating frequency is not consideredhe calculations but the TVBDs are considered
interferers only if they have potential to operata same frequency and interfere.

The procedure is roughly as follows for each TVBirp

0 Determine the locations of master device (ModerlFixed device), and generate more than 100
realizations of Mode | devices around each of maste
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O Calculate receiver power for each realization basethe propagation model.
0O Evaluate the 90% potential interference betweenrtatavorks for both directions

0 Prx_axto represent 90% interference experienceal dgvice in the network A from a device in
the network B

O Prx_bxto represent 90% interference experiencedl dgvice in the network B from a device in
the network A

O Decision of interference status between the twavolkds and devices in them

Prx_ax and Prx_bx > Im+N (N=No+NF): Both are inézdfrs to each other (mutual)

Prx_ax and Prx_bx < Im+N (N=No+NF): No interference

Prx_ax > Im+N and Prx_bx < Im+N (N=No+NF): Netwokkdevice is an interference victim

Prx_ax < Im+N and Prx_bx > Im+N (N=No+NF): Netwadkldevice is an interference source

O o o g o

If the communication areas overlap, following shauts in the decision making can be done

O If the both networks are serving Mode | deviceshwitnknown location, the networks’
devices are deemed interferers.

O If only one of the networks is service Mode | dedgcwith unknown location, the
communication area of that network has to contdoctation of a Mode Il or Fixed device of
the other network and the communication area ofMibee Il of Fixed device of the other
network has to overlap with the communication arfethe first network

Prx above would be actually 10*lg (10~(Prx,calcatifi0)+107~(N/10)) when measured in e.g. RSSI.

7.3.2.1.4 The outcome of the discovery

The outcome of the interferer discovery is as feio

0O Interference direction
0  Mutual, Source, Victim

O Prx_ax and Prx_bx

7.3.3 Other algorithms related to neighbor discover vy

7.4 Measurements by TVBD networks or devices

An |IEEE 802.19.1 compliant coexistence system hean® to obtain measurement results from registered
TVBD networks or devices. Each CM shall be ableeuest the registered TVBD networks or devices to
perform measurements and provide measurement se@oil€M may use the measurement reports from
TVBD networks or devices that are registered ttw isupport coexistence decision making and neighbor
discovery.

Registered TVBD networks or devices may also pmvideasurement reports spontaneously. The
following sub-clauses define the measurement tygmexified for TVBD networks or devices that are
registered to a coexistence system.
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7.4.1 SINR measurement

TBD

7.4.2 BER measurement

TBD

7.4.3 Sensing level measurement

TBD

7.4.4 Primary detection measurement

TBD

7.4.5 TVBD detection measurement

TBD

7.4.6 Channel load measurement

TBD
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