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1. Introduction:

Optical camera communications (OCC) operates in infrared or visible bands and exploit an image sensor as the receiver and light-emitting diodes (LEDs) as the transmitter. OCC offers several advantages such as lower power consumption, low cost, and high security. The worldwide availability of camera-mounted devices makes OCC immensely potential. In addition, OCC is less susceptible to noise and interferences. However, the major limitation of OCC is that it operates in low data rate. The main reason is the low sampling rates of current commercial cameras along with out of focus effect, unsteady frame rate, and random block. The maximum data rate using OCC is circumscribed within a few kbps; consequently, OCC is suitable for low-rate applications such as sensing, health care, localization, and device-to-device communications. The transmission range using OCC depends on the camera parameters along with LED size. The most significant things to be considered while using OCC are the channel characteristics, synchronization between the camera and LED, data transmission pattern, motion capture, modulation, and proper applications.

We develop a neural network (NN) at the receiver for accurately detecting the LED in both static and mobile conditions. In existing literature, an LED array is detected as a single LED, however, each LED of the LED array can be detected using the proposed NN technique. The NN can classify large image datasets with remarkable characteristics in several spatial layers and automatically learn from data through backpropagation. Different NNs have been presented in the literature for the detection of the LED array and to support mobility. However, they simulated the mobile scenario by moving a finger continuously, blocking the particular LEDs. The error rate was high using those methods. In our proposed scheme, we have simulated the mobile scenario by moving the camera itself and achieved an excellent BER. The whole system is implemented, and its performance is analyzed in Python 3.7.

1. System Overview:

We have designed the OCC system using a small LED and an LED array as transmitter and a low-frame rate camera (30 fps) as receiver. We have developed a neural network (NN) to effectively detect the LED(s) in static and mobile scenarios. We have simulated the mobile environment by moving the camera manually. In the existing literature, the BER is high while considering mobility in OCC. We have applied a technique, called Feature Matching, to reduce the BER. The NN employment for the detection of LED(s) and performance enhancement in mobile scenarios are explained in here. Figure 1-1 shows the overall structure of the implemented OCC system, where the input data collected from the sensor and output data retrieved from the receiver are depicted. Moreover, the data pattern of transmitted signals is also demonstrated in binary form. The string and character data produce 1 byte of the binary, which is decoded in the receiver and converted using ASCII code for each output data. Figure 1-1 also shows the dark and bright stripes generated in the image sensor due to the rolling-shutter effect.



Figure 1.1: The overall OCC system architecture.

1. Training and testing architecture:

An NN model is designed to detect the LED and to support mobility during the detection process. When a frame is processed, the LED position in the image frame is compared with the position measured in the previous frames. If the position is changed, then the scenario is defined as mobile. For the LED detection in this scenario, we have trained 70% of total acquired images using darknet\_no\_gpu.exe and OpenCV in Python. In the training process, we used an LED type called coco\_obj.name where yolov3.weights was used as the weight configuration. Another configuration, called yolov3-tiny\_obj.cfg is used for labeling of the detected LED image to find its exact position. In Figure 2-1 the training architecture is shown along with the stripe pattern reformation. After detection in the moving scenario, the LED image can experience two issues,

The image can be deformed by inclining the LED at any angle and

Some vectors of the LED image can be displaced.



Figure 2-1: Training architecture of neural network based stripe pattern reformation.

As a solution, we have used a technique, referred to as feature matching. In this technique, first, each 5×5 kernel matrix in the image patches are checked using NN regression and compared with reference stripes. The angle yielded due to the deformation is updated using the original inverse deformation, and the displaced vector field is partially reconstructed by filtering. Afterward, every point of the stripes is resampled using spatial transformation to produce a warped image. Using backpropagation connected with NN regression, the steps are repeated in a loop until the original stripes are completely reconstructed. The whole testing procedure of feature matching is depicted in Figure 2-2.



Figure 2-2: Testing architecture of stripe pattern reconstruction.

Due to the movement, the stripes can overlap with each other, consequently increasing the BER. To remediate the issue, we have trained 60% of the total transmitted bits. The trained sets of bits are combinations of character, string, integer, and symbol. If any stripe of the testing image experiences an overlap, it is resolved using the trained dataset. For example, if the NN encounters a sequence with an altered bit, it uses probability to predict the sequence is how much similar to the pre-trained sequence. If the probability exceeds a pre-defined threshold, the sequence is recognized as identical to the pre-trained sequence and the altered bit is replaced accordingly. Besides, in terms of decoding numerical data specifically, the symbol defined before the data is utilized to predict the probability. It is worth noting that the higher the probability (defined in percentage), the faster the recovery from the error.

1. Flow diagram of proposed neural network scheme

The neural network mainly operated based on the feature extraction technique of the stripe pattern. However, the given flow diagram shows the training and testing procedure and checking the similarity of each iteration. In every iteration, the relative position of the stripe is change by checking the similarity with the reference pattern. Figure 3-1 illustrates the entire flow diagram of the proposed neural network.



Figure 3-1: Flow diagram of proposed neural network technique.

1. Interference Subtraction and results

Background lights and neighboring LEDs can create noise and interference in the image sensor, respectively. We have developed a function in Python to find the areas in which the source LED and the interfering light sources appear. The decoding process becomes challenging if the intensity of the background lights is higher or equal to that of the LED. Otherwise, in reasonable conditions, the reconstruction of the signal is possible using a proper combination of a filter and equalizer. A testbed platform is illustrated in Figure 4-1 (a). As shown in Figure 4-1 (b), the detection process is performed by selecting a key point of the light source and subsequently, the width and height of the LED are included constructing a boundary region. As shown in Figure 4-1 (c), the noise generated by the reflection of the surrounding light source is illustrated in the binary image. The LED stripe pattern, after filtering out the noise, is shown in Figure 4-1 (d).



Figure 4-1: (a) Exact LED image during data transmission. (b) detection and classification of LED using NN. (c) LED image with noise. (d) stripe pattern after filtering out the noise.

On the other hand, interference occurs if a LED light source unexpectedly appears inside the image sensor FOV. In particular, after detection, several frames are captured and analyzed. If the stripe pattern of a specific area are changed in the subsequent frames, it is recognized as the source LED. Otherwise, it is categorized as the interfering LED and is filtered out subsequently from the image frame.