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1. [bookmark: OLE_LINK5][bookmark: OLE_LINK6]Introduction
Two types of vehicular data, i.e., the vehicular identity (ID) and multimedia data, are encoded as the low-rate and high-rate data streams and simultaneously transmitted using a single LED. The vehicular ID is used to distinguish between different vehicles, whereas the multimedia data are transmitted after establishing a connection with a specific vehicle. To modulate both data streams in a single LED, we proposed bi-level pulse position modulation (BPPM) utilizing multiple power levels of the LED. Data decoding using different intensity levels is challenging, so we have considered two intensity levels in pulse position modulation (PPM) for feasibility.
2. Reference architecture 
The reference architecture of BPPM is shown in Figure 1. Each of the rear LEDs transmits the same information concurrently. High-speed data streams are modulated with a PPM scheme and low-speed data streams are transmitted by modulating the pulse amplitudes of the high-speed streams at two different intensity levels. Thus, a composite waveform consists of both high-rate and low-rate streams is emitted from the transmitter that travels through the optical channel and gets received in the image sensor (IS) receiver. It experiences motion blur owing to the high mobility of the vehicle and also noise caused by interfering light sources.

[image: ]
Figure 1. Block diagram of BPPM transmitter.

3. BPPM encoder
 In the high-rate PPM stream, 1 and 0 bits are represented by a pulse of the same amplitude at the opposite end of the bit period, respectively. Low-rate data streams are transmitted by modulating the pulse amplitudes of a group of consecutive high-rate streams at two different intensity levels. In Figure 2, eight high-rate PPM bits are considered as a group to represent one low-rate bit. If the low-rate bit is 1, the amplitude of the consecutive eight bits are assigned to the highest intensity level, and for low-rate 0 bit; they are assigned to another level. Any number of consecutive bits (>1) can be selected to form a group to modulate the low-rate data. To decode the high-rate data, all bits are compared with a low threshold level, ThL. And for low-rate streams, the amplitudes of the eight consecutive high-rate PPM streams are compared with a high threshold level, ThH. To remediate the flickering effect observed by the human eye, the modulation frequency of both streams should be maintained above 100 Hz.
[image: ]
Figure 2. BPPM waveform for a single camera-based optical vehicular communication.

4. Proposed BPPM data packet format

[image: ]
Figure 3. Proposed BPPM PSDU field structure.
The PSDU field carries the data of the PHY frame and it can contain an arbitrary number of payload bits. The end of the PSDU field is indicated by the presence of another SFD, i.e., the preamble frame. The overall structure of the proposed BPPM data packet format is shown in Figure 3.
5. BPPM receiver
The IS captures the LED states that are processed to decode the data. The overall BPPM receiver architecture is shown in Figure 4.
[image: ]
Figure 4. BPPM decoder architecture.
5.1 LED detection
We used a convolutional NN (CNN), which is considered a powerful tool for image
and video processing, pattern and speech recognition, and natural language processing.
A CNN extracts features and learns automatically from the input images. It analyzes a small number of pixels instead of all the pixels for LED detection, thus reducing both
the computational time and complexity. It has several layers, namely, the convolutional
layer, pooling layer, and fully connected layer. The convolutional layer plays a key role
in producing proposed regions and feature maps, whereas the pooling layer’s purpose
is to downsample the images while keeping all the features. Repetition of these blocks
can be used to design deep NNs. The fully connected layer is generally the final layer
of the architecture. The output shows that the class of the input image that is shown in
Figure 5. Here, 1000 images of different road curvatures labeled with different angles were
used to train the model. We used 70% of the total images for the training with the help of
Darknet for our implementation using OpenCV in Python. To train the weight value, we
used yolov3.weights with yolov3_training.cfg and name.txt.

[image: ]
Figure 5. A CNN-based vehicular taillight detection scheme.
  5.2 Data decoding
[image: ]
Figure 6. Received stripe patterns in the camera receiver.
The OCC data were decoded from the light intensity received in the IS. In the case of a single LED transmitter, bright and dark stripes were generated according to the ON and OFF states of the LED owing to the camera’s rolling shutter effect. In our work, two types of bright stripes were generated, one for the high-power-level signal and the other for the low-power-level signal. The stripe patterns received in the IS are shown in Figure 6. The thickness of the stripes was dependent on the frequency of the modulated signal. The high power signals created a brighter stripe than did the low power signals in the IS. Every two consecutive high-frequency data bits’ amplitude was modulated according to the low-rate stream. Two different threshold levels (i.e., ThL and ThH) were used to retrieve the transmitted data from the stripe pattern. Moreover, ThL was compared with every bit to detect the high-rate data stream, and the ThH was compared with the intensity level of every two consecutive data bits to detect the low-rate stream in this case.
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