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1. PAC Overview
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1. PAC Overview
PAC Scope

 This standard defines PHY and MAC mechanism for Wireless 
Personal Area Networks (WPAN) Peer Aware 
Communications (PAC) optimized for peer to peer and 
infrastructure-less communications with fully distributed 
coordination.

 PAC features include: discovery for peer information without 
association, discovery signaling rate typically greater than 100 
kbps, discovery of the number of devices in the network, 
scalable data transmission rates, typically up to 10 Mbps, 
group communications with simultaneous membership in 
multiple groups, typically up to 10, relative positioning, multi-
hop relay, security, and operational in selected globally 
available unlicensed/licensed bands below 11 GHz capable of 
supporting these requirements.
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1.1 Peer Aware Communication

PAC
 A PAC or Peer-to-Peer Network (P2PNW) is formed for a 

desired service/application within proximity.
 Infrastructure-less and distributed communications among 

peers within proximity.
 One peer can participate in multiple services or applications, 

i.e. multiple P2PNWs.
 Group communication and multi-hop are supported.
 Many P2PNWs coexist in proximity.
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1.2 PAC Networks in Proximity

 Context-Aware Peer-to-Peer Communications
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2. A PAC System 
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2. A PAC System 
 Excerpts from IEEE 802.15.8 TGD [1]

– 6.17 Requirements for high layer and infrastructure interaction: “IEEE 802.15.8 
may be able to interact with higher layers to access suitable infrastructure, if it 
exists, e.g. to facilitate the set up and maintenance of communication”, “IEEE 
802.15.8 shall perform measurements at the request of and report the results to 
higher layers. These measurements may include received signal strength and 
interference levels”

– 7.7 System overhead: “Overhead, including overhead for control signaling as well 
as overhead related to data communications shall be reduced as far as feasible 
without compromising overall performance and ensuring proper support of systems 
features”

 Motivation: Context-aware PAC 
1) Each individual P2P network is context-driven.
2) Context is needed to support multi-applications, i.e. switching between 

P2PNWs.
 Proposals

– 2.1 Terms and Concepts
– 2.2 PAC Challenges
– 2.3 Control Schemes
– 2.4 Block Diagram of PAC System Architecture 
– 2.5 State Machine of PAC System Operations 
– 2.6 PAC System Procedures
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2.1 Terms and Concepts--Peers in PAC
Virtual Leader (VL): 
 A peer defined to represent, manage, and coordinate the P2P communications 

among a group of peers sharing the same context-based service/application, or 
intra-P2PNW communications. 

 A VL may be dynamically determined and/or changed within the P2PNW. 
 One VL for one application; one application can have only one VL. 
 The peer initiates a P2P communication or P2PNW is the default VL until a new VL 

is selected within the P2PNW.

Super Virtual Leader (SuperVL): 
 A peer defined to coordinate with all VLs, or inter-P2PNW communications in 

proximity. 
 A super virtual leader may be dynamically determined and/or changed among the 

virtual leaders. 
 The super virtual leader is the top leader of the VLs’ hierarchical structure. Only 

one SuperVL in the proximity. 
 The peer initiated the first P2P communication or P2PNW is the default SuperVL 

until a new SuperVL is selected in the proximity.

Sub-Virtual Leader (SubVL): 
 A peer defined to extend coverage through multi-hop. A SubVL is a VL for the 

subgroup peers under; a peer under the VL or a SubVL. 
 The SubVL may have a subset of VL’s function.
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 Infrastructure-less: no central controller or coordinator.
 Service driven: the P2P networks are formed and ceased 

very dynamically based on the desired services.
 Vast range of use cases: low data rate & low duty cycle, 

such as the keep alive for social networking; high data 
rate & long duty cycle, such as gaming.

 Most end-to-end devices are battery constrained: both 
end devices may need battery saving mode, i.e. the 
device won’t be there checking or listening all the time.

There is no one-fit-all solution. Need multiple control or 
management approaches are needed to cover all the use 
cases.

2.2 PAC Challenges 
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2.3 PAC Control Schemes 

1. Fully distributed control
2. Hybrid control
3. Virtually centralized control



Submission QL, CW, HL, PR @InterDigital

July 2013 doc.: IEEE 15-13-0380-00-0008

Slide 12

2.3.1 Fully Distributed Control Scheme 
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 Inter-P2PNWs: distributed control among peers in proximity.
 Intra-P2PNW: distributed control among peers within a P2PNW.
 Typical Scenario: low density of peers with a few P2P services in proximity, 

e.g. rural area. For example, P2P communications among the searching or 
exploring teammates.
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2.3.2 Hybrid Control Scheme 
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 Inter-P2PNWs: distributed control among VLs or P2PNWs in proximity.
 Intra-P2PNW: virtually centralized control by VL within a P2PNW, i.e. 

self organized within a P2PNW. 
 Typical Scenario: medium density of peers with some P2P services in proximity, 

e.g. smart office or smart home. For example, P2P conference and P2P 
brainstorming sessions in the office area.
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2.3.3 Virtually Centralized Control Scheme 
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 Inter-P2PNWs: virtually centralized control by SuperVL among P2PNWs, 
i.e. loosely or virtually organized among P2PNWs.

 Intra-P2PNW: virtually centralized control by VL within a P2PNW, i.e. self 
organized with a P2PNW.

 Typical Scenario: high density of peers with variety of P2P services, e.g. 
shopping mall, amusement park, sport arena, etc. For example, a department 
store’s advertisement “Peer” at a shopping mall can be a SuperVL virtually 
coordinating and managing all the P2P communications in the proximity.
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2.6 PAC System Procedures 

1. Initiation of PAC Communication
2. Association (Peering) Operations with 

Idle and Sleep Mode
3. Multi-application Data Transmitting
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3. Frame Structure
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3. Frame Structure
• Requirement in 802.15.8 TGD:

– 4.1 Concepts and architecture: IEEE 802.15.8 shall support one-to-one and one-to-many 
communications. IEEE 802.15.8 shall support scalable data rate to accommodate many 
applications 

– 5.2 Common communication mode: Common mode (e.g., for discovery and 
communication) shall be supported for interoperability.

– 6.16 Coexistence: IEEE 802.15.8 shall support the coexistence of PDs used for different 
applications.

• Motivation:
– Current frame structure in 802 standard does not support application-based P2PNW
– Context information is used to form P2PNW, but is not specified in any existing IEEE 

802.15 or 802.11 MAC frame
– The new features required by PAC, such as fast discovery without association, are not well 

supported by existing MAC frames defined in 802.15 and/or 802.11. 
• Proposal:

– 3.1 Terms and Concepts
– 3.2 Superframe Structure 
– 3.3 General MAC Frame Format
– 3.4 Beacon Frame
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3.1 Terms and Concepts

1. CCDCH (Common Control and Data 
Channel)

2. DCDCH (Dedicated Control and Data 
Channel)

3. Application Frame
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3.1.1 Terms and Concepts – Common Channel

• CCDCH (Common Control and Data Channel) is defined for 
inter-P2PNWs communications and shared by all services or 
applications or P2PNWs in proximity.
– Common general control messages for all P2PNWs in proximity, 

such as inter-P2PNWs channel management and power control 
messages.

– Paging or broadcast control/management messages for all 
P2PNWs in proximity, such as discovery and/or association 
messages.

– Short high priority data transmissions to all P2PNWs in proximity, 
such as emergency messages.
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3.1.2 Terms and Concepts – Dedicated Channel
• DCDCH (Dedicated Control and Data Channel) is defined for 
intra-P2PNW communications and shared by peers within a 
service or application, i.e. a P2PNW.

– Common general control messages for all peers within a 
P2PNW, such as intra-P2PNWs channel management and power 
control messages.

– Paging or broadcast control/management messages for a 
P2PNW, such as association messages.

– Short high priority data transmissions within a P2PNW, such as 
emergency messages.
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3.1.3 Terms and Concepts – Application Frame
• Application Frame is a period of time within a 

superframe granted to a specific application.
– The allocation of application frame is negotiated on 

CCDCH among P2PNWs.
– A superframe may include multiple Application Frames for 

the corresponding services in the proximity .
– Each Application Frame starts with an Application Beacon, 

and includes:
• DCDCH
• Contention free period
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3.2 Superframe Structure

1. Conventional Super Frame Structure 
2. Superframe Structure (TDMA): Virtually 

Centralized Control
3. Super Frame Structure (TDMA): Hybrid 

Control
4. Superframe Structure (TDMA): Fully 

Distributed Control 
5. Super Frame Structure (OFDMA)
6. Super Frame Structure (CDMA/DSSS)



Submission QL, CW, HL, PR @InterDigital

July 2013 doc.: IEEE 15-13-0380-00-0008

Slide 23

3.2.1 Conventional Super Frame Structure

• Pros:
– Reuse of existing technology (i.e. 802.15.4).

• Cons:
– Contention overhead grows significantly with increment of 

number of PDs, i.e. channel utilization is very low.
– Not application aware.
– No coordination among applications, not efficient for 

application-based P2PNW.
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3.2.2 Superframe Structure (TDMA): 
Virtually Centralized Control

• Super Beacon: indicates the start of a superframe and define the structure of 
the new superframe

• Common Control/Data Channel: contention based access among all P2PNWs
• Application Frames

– Application beacon: indicates the start of an application frame and define 
the structure of the application frame

– Dedicated Control/Data Channel: contention based access within a 
P2PNW

– time slot for communication: Contention Free Period (CFP)
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3.2.3 Super Frame Structure (TDMA)
Hybrid Control

• Centralized control for intra-P2PNW communications by a VL. 
• The first VL in proximity is the default VL to insert a Common Beacon to 

start a new Superframe .
• Each Application frame starts with application beacon, CCDCH  and 

includes DCDCH and CFP.
• Inactive period is inserted for each Application Frame.
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3.2.4 Superframe Structure (TDMA): 
Fully Distributed Control

• The first peer in proximity is the default peer to insert common peer beacon 
to define and start a new superframe through channel management 
process.

• Coordination among applications are required to establish application 
frames within a superframe.

• contention based access: CCDCH for inter-P2PNWs and DCDCH for intra-
P2PNW.

• Inactive period is inserted for each Application Frame.
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3.2.5 Super Frame Structure (OFDMA)
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3.2.6 Super Frame Structure (CDMA/DSSS)
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3.3 General MAC Frame

Synchronization Header
(SHR)

PHY Header
(PHR)

PHY Payload
(PSDU) PPDU

MPDU

Frame 
Type

Frame
Subtype

Address
Mode

Required 
ACK Type

Frame 
Pending

Frame 
Version

Security 
Enabled

IE
Present

Application 
Type

Hopper
Indication

MAC Header

Frame 
Control

Sequence 
Number

MAC Payload

Addressing 
Fields

P2PNW/
APP ID

Auxiliary
Fields

Aux 
Security 
Header

Frame 
Payload FCS

MFR

Information 
Elements (IE)

Header 
IEs

Payload 
IEs

Addressing 
Fields 

Indication

•Required ACK Type: 
▬Indicate what kind of ACK is 
required, e.g., No ACK, 
Conditional ACK, Aggregated 
ACK, Cross-layer ACK, etc.

•Addressing fields indication:
▬Indicate if addressing field 
includes the transmitting hop 
address and receiving hop 
address, used for multi-hop

•P2PNW/APP ID: 
▬Indicate the P2P network ID or 
application ID
▬P2P network ID is locally unique 
and application-dependent.

•Application type: 
▬Indicate the application/service category for fast 
discovery, such as emergency service, social 
networking.

•Hopper indication: 
▬Indicate if the frame 
sender is willing to relay 
other frames for the 
multi-hop discovery
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3.4 Beacon Frame 

•Super frame information: 
–Define the structure of a new super 
frame.
–Number of CCDCH slots and CCDCH 
slot size:

–Define CCDCH
–Application frame list

–indicate where the established 
application frame for synchronization 

MHR

Frame 
Control

Sequence 
Number

Beacon Payload

P2PNW
/APP ID

Aux 
Security 
Header

FCS
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Information 
Elements (IE)

Header 
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Beacon 
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Super/
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Beacon Offset

GTS 
Fields

Slot 
Size

Num of 
CCDCH 

Slots

Application 
Frame List

Superframe 
Length

Num of 
DCDCH 

Slots

CCDCH 
Slot Size

Auxiliary
Fields

Application 
Frame 
Length

Super Frame 
Information

Application Frame 
Information

•Application frame information: 
–Define the structure of a new application 
frame.
–Application frame length:

–Indicate the application frame length
–Number of CCDCH slots:

–indicate the DCDCH length
–Super beacon or common beacon offset:

–indicate where the start of the next 
super frame for synchronization
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4. Context Management
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4. Context Management
 Excerpts from IEEE 802.15.8 TGD [1]

 4.1 Concepts and architecture: “IEEE 802.15.8 shall support scalable data rate to accommodate 
many applications such as listed in the Application Matrix”

 6.17 Requirements for high layer and infrastructure interaction: “IEEE 802.15.8 may be able to 
interact with higher layers to access suitable infrastructure, if it exists, e.g. to facilitate the set up and 
maintenance of communication”, “IEEE 802.15.8 shall perform measurements at the request of and 
report the results to higher layers. These measurements may include received signal strength and 
interference levels”

 7.7 System overhead: “Overhead, including overhead for control signaling as well as overhead 
related to data communications shall be reduced as far as feasible without compromising overall 
performance and ensuring proper support of systems features”

 From 5C – “Discovery without Association”, “Fast Association MAC Layer”  Context Management
 Motivation

– There are various PAC use cases (i.e. services and applications) as included in the 
Application Matrix [2]. These applications have different features and requirements (i.e. 
context information)

– PAC needs Context-Awareness: 1) each individual app is context-driven; 2) context 
is needed to support multi-apps

• PAC communications are formed for corresponding context (i.e. the desired services /applications /users 
/devices etc. in the proximity)

• Context-Aware PHY/MAC Protocols cater for these diverse applications. 

 Proposals
 4.1 Terms and Concepts
 4.2 Context Modeling
 4.3 Context Management Function
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4.1. Terms and Concepts
 Context

– Context is the situational information related to and/or used to describe 
peers, devices, services, applications, links, networks, etc., in peer-
aware communications

– Examples as defined/described in IEEE 802.15.8 TGD [1]
• IDs: 

– Device ID, Device group ID, 
– Application Type ID, Application-specific ID, 
– Application-specific User ID, Application-specific Group ID

• Measurements: 
– Received Signal Strength, 
– Interference Level

• Context-Awareness
– PHY/MAC protocols are aware of context information.

• They can generate, access and manage context information. 
• They can be optimized based on dynamic context information

– e.g. context-aware discovery, context-aware association, context-aware power 
control, cross-layer optimization, etc
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4.2. Context Modeling
 Peer Information Structure: Hierarchical & Flat 

Context Level 1 

Context Level 2 ...

...

Context Level 1

Context Level 2

Context Level n

...

Context Level 2 Context Level 2

Context Level n Context Level n Context Level n

Context 1 Context 2 Context 3 ... Context n

Hierarchical Peer Information

Flat Peer Information

i.e. Context Category or 
Application type ID in [1]) 

i.e. Application Context or 
Application Specific ID in [1]

i.e. Other Contexts: security scheme, 
multi-hop counts, user profile, 
device type, location, groups, 
power control, and measurements 
such as link quality and packet loss 
rate, etc
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4.3. Context Management Function
• Context Management Function (CMF) has the following 

functionalities
– Remote Context Exchange: It supports two peer devices (PD) 

to exchange context information at the MAC layer.
• Case 1: One-Hop  - Two PDs exchange context information directly
• Case 2: Multi-Hop – Two PDs exchange context information via a proxy 

PD as an intermediary in the middle
– Local Context Exchange: It supports the exchange of context 

information across different layers and functions within the same 
PD via service access points (SAP). 

• Case 1: between MAC layer and higher layers to share and exchange 
context information

• Case 2: between MAC layer and PHY layer for measurement reporting
• Case 3: between CMF and other MAC functions to support context-

awareness
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4.3. Context Management Function
• Use Case: Two smart phones exchange context info such as their locations (indoor 

and outdoor, geo-location and civil location, etc)
• Remote Context Exchange Architecture – One-Hop

– Context Manager: Each PD has a Context Manager as an MAC layer function. The CM on 
each PD talks to each other using Client/Server model.
• Step 1: The Context Manager in PD1 as a client sends Context Request to the Context Manager in 

PD2 as a server. The Context Request can request to perform the following context operations
– Add, delete, retrieve, update, subscribe a context; aggregate multiple context information, etc.

• Step 2: The Context Manager in PD2 sends Context Response back to the Context Manager in PD1.

MAC Layer

MAC Layer Functions 
(e.g. Discovery, 

Association, Relaying, 
etc)

Context 
Manager 
(Client)

MAC Layer

MAC Layer Functions 
(e.g. Discovery, 

Association, Relaying, 
etc)

Context 
Manager 
(Server)

PHY Layer PHY Layer

Higher Layer (e.g. Application) Higher Layer (e.g. Application)

1. Context Request

2. Context Response

PD 1 PD 2
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4.3. Context Management Function
• Use Case: A PD as a relay assists context exchanging among other PDs

– CMS could be located in a cloud. Then end devices/users  need a proxy (i.e. CMP) to 
connect to the CMS. CMS/CMP can perform  security check (e.g. authentication)

• Remote Context Exchange Architecture – Multi-Hop
– CMC in PD1, CMP in PD3, CMS in PD2 are MAC-layer functions.
– PD3 as a proxy to assist and relay context exchanging MAC frames between PD1 and PD2
– The Context Request and Context Response message exchanged between PD1 and PD3, 

between PD3 and PD2, are new MAC frames. 
• Step 1: PD1 sends Context Request to PD3; PD3 forwards the Context Request to PD2
• Step 2: PD2 sends Context Response to PD3; PD3 forwards the Context Response to PD1

Context 
Manager 

Client
(CMC)

Context 
Manager 

Proxy
(CMP)

Context 
Manager 
Server
(CMS)

1. Context 
Request

1. Context 
Request

2. Context 
Response

2. Context 
Response

PD 1 PD 2PD 3



Submission QL, CW, HL, PR @InterDigital

July 2013 doc.: IEEE 15-13-0380-00-0008

Slide 38

4.3. Context Management Function
• Local Context Exchange Procedures – Within a PD

Higher Layer, PHY Layer, 
Other MAC Functions

(on PD 1) 

Context Management 
Function
(on PD 1)

Step 1: Context Request Primitive

Step 2: Context Confirmation Primitive

Higher Layer, PHY Layer, 
MAC Functions

(on PD 1) 

Context Management 
Function
(on PD 1)

Step 1: Context Indication Primitive

Step 2: Context Response Primitive

PD 1

PD 1
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4.3. Context Management Function
• Procedures for One-Hop Remote Context Exchange

Context 
Manager
(on PD 1)

Context 
Manager
(on PD 2)

Step 1: Context Request Frame

Step 2: Context Response Frame

Step 3: Context Response ACK

Step 4: Context Response Frame

Step 5: Context Response ACK

…
...

One MAC Request, 
Multiple MAC 
Responses

PD 1 PD 2
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4.3. Context Management Function
• Procedures for Multi-Hop Remote Context Exchange

Context Manager 
(i.e. CMP)
(on PD 3)

Context Manager
(i.e. CMC)
(on PD 1)

Context Manager
(i.e. CMS)
(on PD 2)

Step 1: Context Request Frame

Translation

Step 3: Context Request Frame

Step 4: Context Response Frame

Step 7: Context Response Frame

Aggregation

Context Manager
(i.e. CMS)
(on PD 4)

Step 5: Context Request Frame

Step 6: Context Response Frame

Step 2: Context Response Frame

PD 1 PD 3 PD 2 PD 4
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4.3. Context Management Function
• Procedures for Session-based Remote Context Exchange

Context 
Manager
(on PD 1)

Context 
Manager
(on PD 2)

Step 1: Context Begin Frame

CM 1 Requests 
Contexts from CM 2

Step 3: Context Request Frame

Step 4: Context Response Frame

Step 5: Context Request Frame

Step 6: Context Response Frame

Step 7: Context Request Frame

Step 8: Context Response Frame

…
...

Step 9: Context End Frame

CM 2 Requests 
Contexts from CM 1

Context Exchange 
Session

Step 2: Context Begin Approval Frame

Step 10: Context End ACK Frame

PD 1 PD 2
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5. Context-aware Fast Discovery 
Procedures
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5. Context-aware Fast Discovery Procedures
 Excerpts from 5C 

– First, it is to be used for peer-to-peer and group communications and to be a part of functions 
implemented at PHY and MAC layers. Secondly, the discovery process is performed without the 
association process, which further reduces the latency incurred from the neighbor discovery. 

 Excerpts from IEEE 802.15.8 TGD [1] section 6.3
– The following properties are desirable for discovery process. 

• Expedited discovery 
• Energy-efficient discovery(e.g. low duty cycle)
• Support high PD density and high discovery traffic
• Efficient spectrum utilization
• Prioritized access to discovery

– For the purpose of discovery of PAC peers, the discovery signal conveys 
information that may reflect one or more of the following IDs such as Device ID, 
Device Group ID, Application type ID, Application-specific ID, Application-specific 
user ID, Application-specific group ID.

 Motivation
– Context-aware Discovery at MAC
– Fast Scan using hierarchical context ID

 Proposals
 5.1 Terms and Concepts
 5.2 General Context-aware Discovery Procedure
 5.3 Fast Scan Procedure for Peer Discovery
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5.1 Terms and Concepts
Service Based

Context-aware Category
(CACat)

Service ID
(SID)

User ID
(UID)

AP Parameters
(APParam)

Others

Emergency War
Fire
Medical
…

Homeland Security 
Police
Patient
…

Region, broadcast/multi-cast…
Location, severity, help center…
Hospital, doctor, privacy level…
…

High Priority Flood watch
…

Weather forecast center
…

Region, time, severity, help center…

Connection Facebook
…

Facebook User ID Chat, status update…

Advertisement Service x
Product y
…

Agent or store
Manufacture or store
…

Price, discount, forward credit…
Price, club coupon, expiring date…
…

User Centric Activities Content 
exchange

User ID Content name, size, privacy…

Smart Environment Device Sync User ID Device list, items to synchronize…

Smart Transportation Traffic Traffic controller Location, time, status…
Network of Network Network name Network ID Context, load, parent network…

User Based
Context-aware Category

(CACat)
User ID
(UID)

User Parameters
(UParam)

Others

Gamer User ID or virtual User ID Games, game skill level… 
Multi-hopper User ID Level of hops, number of peers behind…

Device Based
Context-aware Category

(CACat)
Device ID

(DID)
Device Parameters

(DParam)
Others

Tablet Device ID Manufacturer, operating system…
Monitoring System Device ID Manufacturer, model…

Application Type Application ID
App Spec. User ID
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5.2 General Context-aware Discovery Procedure

Start PD for Context (CT)

Peer(s) detected?

YesYes

PDC met?

Evaluate the detected candidate(s) with the 
PD Criteria (PDC) related to CT 

Yes

No

No

Put the k qualified candidate(s) on PD List 
(PDLi

j) with related PD Parameters (PDP)

Find max. required Peers

Yes

No

Pass PDL and related PDP to Peer Association 
(PA) Function, and/or other functions/Higher Layer

End PD for 
Context (CT)

Broadcast PD Request (PDR) periodically  

Peer Association 
Response (PAR)?

Yes

No

Stop PDR?

Update PDR per 
PAR?

Yes

No

Update PDR 

No

Yes

PDR time out?

No

Yes

• 
• Set Frequency Channel(s) related to 

Context CT
• Scan for available peer(s) for desired CT 

for a predefined PD Scan (PDS) time 

Higher 
Layer

Associa
-tion

Others

PD Request

To Discover?Yes No

PD Scan 

To Be Discovered?
No

PD Evaluation

To Discover

To Be Discovered
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5.3 Fast Scan Procedure for Peer Discovery
Start Fast PD Scan 

CACat matched?

Yes

No

CACat Scan:
• Scan for desired CACat, i.e. Application Type

Stop decoding the rest field(s), 
move to next PD Scan

 ID matched?

Yes

No

Service/App ID Scan:
• Scan for desired Service / App ID

ID matched?

Yes

No

User / Device ID Scan:
• Scan for User/Device ID, i.e. application specific 

Load the parameter values if needed

End PD Scan 

Scan additional peer info if needed

To reduce peer scan time by using 
hierarchical context ID 
i.e. Application Type 
Application ID 
Application Specific User ID
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6. Context-Aware Fast Association 
(Peering) Procedures



Submission QL, CW, HL, PR @InterDigital

July 2013 doc.: IEEE 15-13-0380-00-0008

Slide 48

6. Context-Aware Peer Association
• Excerpts from IEEE 802.15.8 TGD [1]

– 4.1 Concepts and architecture: “IEEE 802.15.8 shall support scalable data rate to 
accommodate many applications such as listed in the Application Matrix ”

– 6.4 Peering: “IEEE 802.15.8 shall support peering. Peering is equivalent to link 
establishment; link establishment is the process at the end of which two or multiple PDs 
are ready to exchange data.”, “IEEE 802.15.8 shall support re-peering. In the re-peering 
procedure, discovery may be simplified or omitted”

– 6.11 Multi-hop support: “IEEE 802.15.8 shall provide at least 2-hop relaying function.”, 
“Only relay-enabled PD shall relay discovery messages and/or traffic data from PDs in 
the proximity”

• Motivation
– Peering or association needs to be fast and support multi-applications and multi-hop

• Proposals – Context-Aware Peer Association
– 6.1 Terms and Concepts
– 6.2 Association Context Information (ACI)
– 6.3 Multi-Level Association
– 6.4 Unified Peer Association
– 6.5 Context-Aware Association
– 6.6 Context-aware Association Update
– 6.7 Context-aware Disassociation
– 6.8. Context-aware Re-association
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6.1. Terms and Concepts

• Association (Peering)
– It is the peering process through which two or 

multiple PDs are ready to exchange data. 
• Association Identifier (AID)

– The identity of each established association or 
peering relationship between two or more PDs.

• Association Context Information (ACI)
– The context information related to each 

established association or peering relationship. 
– Association Identifier is a part of Association 

Context Information
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6.2. Association Context Information 
• An ACI contains properties and related information of 

an established association, for example, 
– AID, Association Type, Creation Time, Association Duration, 

Association Priority, Current Status, etc
• ACI can be contained in association-related MAC 

frames
– For instance, Association Request & Response, Association 

Update Request & Response, Disassociation Request & 
Response, Re-association Request & Response

– ACI in Request Frames
• device profile, user profile, service profile, association 

requirement, association history, etc
– ACI in Response Frames

• device profile, user profile, service profile, association results 
(e.g. parameters for forthcoming communications), etc
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6.3. Multi-Level Association
• Multi-Level Association  Fast Association

– Device-based Association 
• DAID: Device-based Association Identifier

– Service-based Association
• SAID: Service-based Association Identifier

– User-based Association
• UAID: User-based Association Identifier

Peer A

Peer B
Device-based Association (DAID=1)

SAID = 1 SAID = 2

Peer D
Device-based Association (DAID=3)

UAID = 5 UAID = 6

Peer C

Device-based Association (DAID=2)

UAID = 4UAID = 5

SAID = 1 SAID = 3

Peer A Peer B

 Device-based Association (Request & Response)

Service-based Association (Request & Response)

User-based Association (Request & Response)

Peer A Peer B

Device/Service/User-based 
Parallel Association (Request & Response)

Fast Association
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6.4. Unified Peer Association
• Unified Peer 

Association
– Context-Aware Association
– Context-Aware Association 

Update
– Context-Aware 

Disassociation
– Context-Aware Re-

association 

• Each PD may maintain 
two timers: 
– One for performing 

periodical Association 
Update

– Another for performing 
Disassociation

PD 1 PD 2

Context-Aware Association: generate an Association ID (AID)

Context-aware Association Update (an existing AID): optionally a new AID

Context-aware  Disassociation (an existing AID)

Context-aware  Re-association (an optimally existing AID): generate a new AID

Context-Aware Peer Discovery

Context-Aware Peer Selection

Actions Actions

Actions Actions

Actions Actions

Actions Actions
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6.5. Context-Aware Association
• Association Request: Requesting association (in Approach 1 & 2) 

– Association Request Info: device profile, service profile, user profile, association 
requirement, etc

• Association Notification: Requesting mutual association (in Approach 2) 
– Association Notification Info: device profile, service profile, user profile, 

communication configuration, etc
• Association Response: Responding association requests (in Approach 1 &2)  

– Association Response Info: device profile, service profile, user profile, 
communication configuration, etc

PD 1 PD 2

Association Response 
(ACI: Response Info)

Acknowledgement

Association Request 
(ACI: Request Info)

Acknowledgement

PD 1 PD 2

Association Notification 
(ACI: Notification Info)

Association Response 
(ACI: Response Info)

Association Request 
(ACI: Request Info)

Acknowledgement

Acknowledgement

Approach 1 Approach 2
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6.6. Context-Aware Association Update
• An existing association can be updated by either PD (1 or 2) to 

periodically or triggered by a specific condition or event (i.e. context 
change) change its ACI, for example:
– Change association duration
– Trigger peer discovery to find other peers
– Optimize peer discovery scheme/behavior
– Trigger association with other peers
– Change service delivery behavior such as service  data rate

PD 1 PD 2

Association Update Response (AID, other ACI)

Acknowledgement

Association Update Request (AID,other ACI)

Acknowledgement

Association Established Already
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6.7. Context-Aware Disassociation
• Disassociation can be triggered periodically by a pre-

configured timer or randomly by an occurring event or 
condition change.

• Either PD (1 or 2) can trigger disassociation.
PD 1 PD 2

Disassociation Response (AID, Disassociation Status, Discovery Adjust)

Acknowledgement

Disassociation Request (AID, Disassociation Reason, Discovery Adjust)

Acknowledgement

Association Established Already

P2P Peer Discovery

Adjust

P2P Peer Discovery

Adjust
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6.8. Context-Aware Re-association
• After an existing association is disassociated, 

either PD (1 or 2) can request to re-associate
• Re-association request introduces less 

overhead and faster than a new association 
request

PD 1 PD 2

Re-association Response (AID, other ACI)

Acknowledgement

Re-association Request (AID, other ACI)

Acknowledgement

A Disconnected Association
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7. Context-Aware Synchronization 
Procedure
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7. Context-Aware Synchronization 
Procedure

• Excerpt from IEEE 802.15.8 TGD [1]
– 6.2 Synchronization: IEEE802.15.8 may operate in synchronous or 

asynchronous mode. When IEEE802.15.8 is operating in synchronous 
mode, a PD shall maintain synchronization among synchronized PDs.

• Motivation:
– Find super frame/application frame/slot boundary for communication
– Support multi-application scenario: maintain the time reference for each 

application

• Proposal:
– 7.1 Terms and Concepts
– 7.2 Synchronization Procedure under Virtually Centralized Control
– 7.3 Synchronization Procedure under Hybrid Control
– 7.4 Synchronization Procedure under Distributed Control
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7.1 Terms and Concepts
• Frame Map: included in the super beacon

– List of Application Frame Offsets (LAFO): a list of time offsets for 
different application frames within the superframe.

• Super Beacon Offset: included in an application beacon
– Indicate where the next super/common beacon is in terms of time 

offset

...

App 3 beacon

App n beacon

App 2 
beacon 

App 2 frame App 3 frame App n frame
Frame 
Map App 1 frame

Super beacon 1

...

Super beacon offset

Superframe 1 Superframe 2

Application frame offset for app 3

CCDCH

Super 
beacon 2

App 1 
beacon 

Frame 
Map CCDCH
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7.2 Synchronization Procedure: Virtually Centralized Control
Scan for beacon

Super Beacon 
received?

Application 
Beacon received 
for desired app?

1. Sync with superframe 
boundary
2.Extract Frame Map to get 
application frame offset for 
desired application

Sync with application frame boundary Extract the Super Beacon offset to 
scan for the next Super Beacon 
offset

Application Beacon 
received for non-

desired app?

Scan limit is reached 
or timed out

Sync ends

Yes

Yes

No

Yes

No

No

No

Yes
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7.3 Synchronization Procedure under Hybrid Control
Scan for beacon

Common 
Beacon 

received?

Application 
Beacon received 
for desired app?

1. Sync with Superframe boundary
2. Scan for Application Beacon for 
desired application

Sync with application frame boundary

Scan limit is 
reached or timed 

out

Sync ends

Yes

Yes

No

No

No

Yes
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7.4 Synchronization Procedure: Distributed Control
Scan for Beacon

Common Peer 
Beacon received?

Dedicate Peer 
Beacon received for 

desired app?

1. Sync with Superframe boundary
2. Scan for Dedicate Peer Beacon 
for desired application

Sync with application frame boundary

Sync ends

Yes

Yes

No

YesNo Scan limit is reached 
or timed out

No
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8. Context-aware Channel 
Management Procedures
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8. Context-aware Channel Management Procedures
• Excerpt from IEEE 802.15.8 TGD [1]

– 6.5 Scheduling: IEEE 802.15.8 shall provide a fully distributed scheduling 
mechanism.

– 7.5 Fairness: IEEE 802.15.8 may meet fairness constraints.

• Motivation:
– To support vast range of Use Cases with infrastructure-less and 

distributive P2PNWs in proximity. Hence multiple schemes are needed.
– A peer joins or leaves a P2PNW very dynamically which will impact the 

over all scheduling in proximity if a flat scheduling (i.e. per peer) is used. 
– P2PNWs are formed and ceased very dynamically based on the needs 

for desired services. Therefore any predefined channel allocation for 
P2PNWs in proximity is either limiting or inefficient. 

• Proposal:
– 8.1 Terms and Concepts
– 8.2 Fast Inter-P2PNW Channel Accessing Procedure
– 8.3 Fast Intra-P2PNW Channel Accessing Procedure
– 8.4 Inter-P2PNWs Channel Allocation with P2PNW detection
– 8.5 Intra-P2PNW Channel Allocation with P2PNW cooperation
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8.1 Terms and Concepts
• CCDCH (Common Control and Data Channel) is defined for inter-

P2PNWs communications and shared by all services or applications or 
P2PNWs in proximity.

• DCDCH (Dedicated Control and Data Channel) is defined for intra-
P2PNW communications and shared by peers within a service or 
application, i.e. a P2PNW.

• Application Frame is a period of time within a Superframe granted to a 
specific application.

• Inter-P2PNWs Channel Management:
– The radio resources or channel usages are detected and negotiated 

among different P2PNWs, i.e. applications, in proximity.
• Intra-P2PNW Channel Management: 

– The radio resources or channel usages are detected and negotiated 
among different peers within aP2PNW, i.e. an application, in proximity.



Submission QL, CW, HL, PR @InterDigital

July 2013 doc.: IEEE 15-13-0380-00-0008

Slide 66

8.2 Fast Inter-P2PNWs Channel Accessing Procedure 

Start fast CCDCH
accessing

Is the channel 
occupied?

No

Is SuperVL
requesting?

No

- Wait for tPeerip
- Scan CCDCH

End CCDCH 
Accessing

Higher 
layer PD

related

Other 
triggers

PA
related

No

Is VLi
requesting?

No

Is SubVLik
requesting?

Yes

Access the CCDCH with 
the peer info & usage

- Wait for tVLi
- Scan CCDCH

Yes
Is occupied?

No

- Wait for tSubVLik
- Scan CCDCH

Yes

Yes

Is timed out? 
No

- Abort accessing CCDCH
- Report to the function entity requesting 
the CCDCH accessing, i.e. higher layer, 
PD, PA, others.

Yes

Is occupied?
No

Yes

Is timed out ? 
No Yes

Request the VL 
on DCDCH to 
access the 
CCDCH with 
higher priority.

Is occupied?
No

Yes

Is timed out ? 
No Yes

Wait for tCCDCH
Yes

Is timed out ? 
Yes

No

Access on its 
DCDCH if 
available

(Peerip is 
requesting)

Scan CCDCH for tScanCCDCH

Request the VL 
on DCDCH to 
access the 
CCDCH with 
higher priority.

CCDCH: contention based accessing by all the peers 
in proximity for Inter-P2PNWs communications



Submission QL, CW, HL, PR @InterDigital

July 2013 doc.: IEEE 15-13-0380-00-0008

Slide 67

8.3 Fast Intra-P2PNW Channel Accessing Procedure

Is DCDCHi 
occupied?

No

Is VLi 
requesting?

No

- Wait for tDPeerip
- Scan DCDCHi

End DCDCHi 
Accessing

No

Is SubVLik
requesting?

Yes

Access the DCDCHi  
with peer info & usage

- Wait for tDSubVLik
- Scan DCDCHi

Yes
Is occupied?

No
Yes

Is timed out ? 
No

- Abort accessing DCDCHi 
- Report to the function entity 
requesting the DCDCHi  accessing, 
i.e. higher layer, PD, PA, others.

Yes

Is occupied?
No

Yes

Is timed out ? 
No Yes

Wait for tDCDCHi
Yes

Is timed out ? 
Yes

No

Start fast DCDCHi 
accessing

Higher 
layer PD

related

Other 
triggers

PA
related

Scan DCDCHi for tScanDCDCHi

(Peerip is requesting DCDCHi)

DCDCH: contention based accessing by all the peers 
in proximity for Intra-P2PNW communications
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Start CA 

Scan the beacon/paging/broadcast for SuperVL

No

End CA 

SuperVL ?

Yes

No

- Broadcast the request with 
superframe/frame & slot/code/
subcarriers on CCDCH to 
SuperVL.
- Wait for the response from 
SuperVL on CCDCH.

Response?

Yes

Adjust the superframe/frame & slot 
etc. based on the SuperVL response.

Access the channel with the superframe/frame slot/code/
subcarriers etc. broadcasted on the beacon/paging/broadcast.

- Abort the channel request 
- Report to the function(s) requesting the channel

Decide superframe/frame & slot etc. based on the 
application and detected superframe/frame & slot usage 

Timed out?
Yes

No

Rejected?

Yes

No

CA by SuperVL

- Decide CCDCH, superframe/frame & slot etc. based on the application.
- Scan channel request on CCDCH.

No

CCDCH 
detected?

Yes

Rejected?

Yes

Update CCDCH from 
detection

- Update the VL list
- Adjust the superframe/frame & slot etc.

Response?

Yes

Rejected?Yes

No
Timed out? Yes

No

No

- Insert CCDCH with the request, indicate as the 
SuperVL if wish to.
- Wait for the response.

No

Response No

Yes

Is this 
SuperVL?

Yes

No

- Respond “yes” on CCDCH.
- Indicate as the SuperVL if wish to.

All responses on 
VL list?

Yes
No

Update VL list

- Broadcast request on CCDCH 
- Wait for the response on CCDCH

Higher 
layer

PA OthersPD

CA for SuperVL(1st VL) w. Collision Avoidance
Collision Avoidance

Timed out?

SuperVL Detection

(1st Vlis  not SuperVL)(Vlreq is the 1st VL)

(no P2PNW there)

Yes

No

(A
s S

up
erV

L)

Timed out? 

No

Yes
(A

s V
L)

(1st  VL
 is

 Su
pe

rV
L)

Virtually Centralized Control

8.4 Inter-P2PNWs CA with P2PNW Detection
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Start CA/CAc 

End CA/CAc 

- For CA: PeerReq accesses the channel with its superframe/frame slot etc. broadcasted on 
the beacon/paging/broadcast.
- For Cac: PeerReq accesses the channel granted.

- PeerReq aborts its CA/CAc 
- PeerReq reports to the function(s) requesting the CA/CAc

- PeerReq decides its superframe/frame & slot etc. based on application. 
- PeerReq scans channel request on DCDCH.

No

DCDCH 
detected?

Yes

- PeerReq updates its peer list.
- PeerReq adjusts the superframe/frame & 
slot etc. for all peers to make adjustments.

Rejected?

Yes

PeerReq updates its 
DCDCH from detection

- PeerReq updates its peer list.
- PeerReq adjusts the superframe/frame & slot etc. for 
peers on its peer list.

Response?Yes

Rejected?
Yes

No
Timed out? Yes

No

No

- PeerReq inserts DCDCH with its request
- PeerReq waits for the response on DCDCH.

No

Response No

Yes

Respond “accept” on 
DCDCH to the 1st peer

- PeerReq broadcasts its request with 
superframe/frame & slot etc. on DCDCH.
- PeerReq waits for peers’ responses on DCDCH.

PeerReq decides its superframe/frame & slot etc. based on the 
application, current peer list and related superframe/frame & slot usage.

All responses 
on Peer list?

Yes
No

PeerReq updates 
its peer list

- PeerReq broadcasts request on DCDCH to peers for 
adjustments
- PeerReq waits for peers’ responses on DCDCHResponse?

Yes

Rejected?

Yes

No

Timed out? Yes
No

No All responses 
on Peer list?

Yes

No

Higher 
layer

PA OthersPD
CA for 1st Peer w. Collision Avoidance

Collision Avoidance

Peer Detection

(No peer detected & PeerReq is the 1st peer)

(1st Peer)(Is the 1st Peer)

(no peer there)

(No more peer detected)

CA for a New Peer

Timed out?

No
Yes

(1st Peer)

(N
ew

 P
ee

r)
Cooperation

Cooperation

Peer 
detected?

Yes

No

PeerReq scans beacon/paging/broadcast 
for peers

- PeerReq extracts superframe/
frame & slot etc.
- PeerReq updates its Peer list.

Peer list 
empty?

No

Yes

Timed out? YesNo

Distributed Control

8.5 Intra-P2PNW CA with Peer Cooperation
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9. Context-aware Reliable 
Multicast/Broadcast
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9. Context-aware Reliable 
Multicast/Broadcast

• Excerpts from IEEE 802.15.8 TGD [1]
– 6.9 Multicast: “IEEE 802.15.8 may support a reliable multicast transmission 

including both one-hop and multi-hop cases.”
– 6.10 Broadcast: “IEEE 802.15.8 shall support a broadcast transmission including 

both one-hop and multi-hop cases”
– 6.11 Multi-hop support: “IEEE 802.15.8 shall provide at least 2-hop relaying 

function.”, “Only relay-enabled PD shall relay discovery messages and/or traffic 
data from PDs in the proximity”

• Motivation
– There are many multicast/broadcast PAC use cases as described in Application 

Matrix. 
– PAC multicast/broadcast needs to be reliable and efficient.

• Proposals
– 9.1 Terms and Concepts
– 9.2 Context-Aware MAC Multicast/Broadcast Architecture
– 9.3 MAC Multicast/Broadcast Addressing
– 9.4 Context-Aware MAC Multicast/Broadcast Group Management
– 9.5 Context-Aware Flexible Multicast/Broadcast Reliability 
– 9.6 MAC Payload and IEs for Multicast/Broadcast
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9.1. Terms and Concepts

• Multicast/Broadcast
– One PD transmits data to multiple or all PDs within 

the same proximity.
• Reliable Multicast/Broadcast

– To provide reliable data transmission in 
multicast/broadcast from one PD to multiple or all 
PDs with the same proximity.

• Flexible Multicast/Broadcast Reliability
– Reliable multicast/broadcast data transmission is not 

required for all receivers/destination, rather some 
selected receivers/destination based on different 
criteria. 



Submission QL, CW, HL, PR @InterDigital

July 2013 doc.: IEEE 15-13-0380-00-0008

Slide 73

9.2. Context-Aware MAC Multicast/Broadcast 
Architecture

• MAC Multicast Control Functions (MMCF): MMCF is responsible to 
control and manage MAC multicast/broadcast.

• MAC Multicast Data Functions (MMDF): MMDF is responsible to 
transmit, forward, retransmit MAC frames. It interfaces with and can 
be invoked by the higher layers, MMCF, and other MAC functions.

MAC Layer

Group Management

MAC Multicast 
Data FunctionsCollaboration Management

Address Management

Admission Control

Higher Layers

Other MAC 
Functions

M
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C
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Distributor
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9.3. MAC Multicast/Broadcast Addressing
• Approach 1: use the combination of “MAC Broadcast Address” and “Group ID” 

to address the group of receivers. 
– The “Group ID” could be an application ID, a location-dependent ID, an allocated 

locally unique ID, or a combination of them, which can be assigned during peer 
association procedure

• Approach 2: use the combination of multiple “Unicast Address” and “Group ID”
• Approach 3: To allocate a pool of MAC addresses and standard it to be used for 

MAC multicast purpose

MAC Broadcast Address
(i.e. FF-FF-FF-FF-FF-FF) Group ID

(48 Bits)

111..1 “Group ID”

G bits48-G bits

Part 1
(B1 bits)

Part 2
(B2 bits)

Part 3
(B3 bits)

Part #P
(Bp bits)…...

Total Bits (=48 or smaller)

Entire
MAC 
Address 
Space
(48 Bits)

Allocated for 
Multicast Purpose

Entire
MAC 
Address 
Space
(48 Bits)

Allocated for 
Multicast Purpose

Entire 
MAC 
Address 
Space
(48 Bits)

Allocated for 
Multicast Purpose

(a) (b) (c)

Approach 1
Approach 2

Approach 3
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9.4. Context-Aware MAC Multicast/Broadcast 
Group Management

• Group Establishment: Form a multicast/broadcast distribution 
tree. 
– Context-aware fast association procedures are leveraged for 

group establishment. 
• Group Update: Join or leave the established group. 

– Context-aware peer association procedures are leveraged for 
group update

• Receiver Management: Adjust the receiver scope. For example, 
– Scenario 1: the sender does not specify the receivers  Peer 

Selection
• Intermediary nodes select peers as receiver based on their context 

information. For example, all peers at a physical location, all peers with 
the same or similar device profile, etc.

– Scenario 2: the sender indicates the receivers  Receiver Scope 
Control

• The sender controls how far a MAC frame is to be multicast/broadcast. 
It can be decided with context-awareness. 
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9.5. Context-Aware Flexible 
Multicast/Broadcast Reliability 

• Sender: indicates “ACK Type” in each MAC data frame. 
• Receivers: performs different acknowledgement according 

to “ACK Type”
• Example of “ACK Type”

– Type 1 - Full ACK: All members/peers need to send ACK. 
– Type 2 - Partial ACK: Only a portion of peers sends ACK.
– Type 3 - Any ACK: ACK is only required from any one of 

members/peers.
– Type 4 - Location-based ACK: Only peers around a specific 

location sends ACK. 

 More Efficient Reliability Guarantee
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9.6. MAC Payload and IEs for 
Multicast/Broadcast

New IE (Contained in Multicast/Broadcast Data Frame)

MAC Payload of Multicast/Broadcast ACK Frame

Hash (Group ID or 
App ID or VL ID) Other Fields ...

MAC Multicast/Broadcast ACK Frame

Help
Willingness

List of 
Neighbors

Traffic 
Load

List of 
Buffered 

Data

List of Successful 
or Failed 

Receivers

Hash (Group ID or 
App ID or VL ID) Other Fields ...

Aggregated MAC Multicast/Broadcast ACK Format

Mutlicast 
Source Addr

Success/
Failure Flag

New IE for Reliable Multicast/Broadcast

Hash (Group ID 
or App ID or VL 

ID)

Receiver 
Location

ACK 
Type

Expiration 
Time

Multicast/
Broadcast 

Scope

Maximum 
Retries ACK Order

ACK 
Transmission 

Behavior

Forward 
Flag

IE 
Identifier

IE 
Length
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10. Context-aware Power Control 
Procedures
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10. Context-aware Power Control Procedures
• Excerpt from IEEE 802.15.8 TGD [1]

– 6.7 Interference Management: IEEE 802.15.8 shall provide the functionality to 
mitigate interference from other PDs.

– 6.8 Transmit Power Control: IEEE 802.15.8 shall support the functionality for 
PDs to control the transmit power to minimize interference and power 
consumption.

• Motivation:
– Different P2PNWs require different power control schemes, therefore service-

aware or context-aware power control is essential to ensure the QoS required 
by a specific service

– Many P2PNWs coexist within a short radio range of each other without a 
central controller to manage the transmission power among and within the 
P2PNWs. To minimize the interference, inter-P2PNWs power control is 
required in addition to intra-P2PNW power control.

• Proposal:
– 8.1 Terms and Concepts
– 8.2 Examples of CPCI Usage
– 8.3 Context-aware Power Control 
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10.1 Terms and Concepts
 Context and Power Control Information (CPCI)

– Proximity Service Based Context Information
• Service Power Category (SPcat): classified according to the power control requirements
• Service Range (SerR): the typical service radio range for a P2PNW. 
• Power Control Interval (PCInt): the time period for updating or exchanging CPCI & transmit 

power level..
• Bandwidth (BW): the bandwidth or subcarriers allocated for a peer in a P2PNW.
• Data Rate (DR): the typical data rate for a proximity service.
• Modulation and Coding Scheme (MCS): the modulation and coding used for a proximity service.
• Latency(Lat): the delay tolerance for a proximity service. 
• Location (Loc): the location of a peer for a proximity service. This can be used to estimate the 

path loss.
• Speed (Sd): typical speed of a peer for a proximity service. It can be used to define PCInt.

– Proximity Service Based Power Control Information
• Transmit Power (TxP): the power level of a transmission during a PCInt from a transmitter.
• Maximum Transmit Power (MaxTxP): maximum power level allowed for transmission.
• Minimum Transmit Power (MinTxP): minimum power level required for transmission.
• Power Adjustment (PAdj): power adjustment for initial or open loop context-aware power control.
• Endpoint (EP): the receiver of a transmission within a P2PNW. 
• Path Loss (PL): the attenuation or propagation loss through the wireless channel.
• Received Signal Quality (RxSQ): the received signal quality may be indicated by the measured 

Received Signal Strength Indicator (RSSI), received Signal Interference Noise Ratio (SINR), or 
Channel Quality Indicator (CQI), etc.
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10.2 Examples of CPCI Usage

SPCat

Beacon

SerR PCInt TxP

CPCI 

SPCat

Common Control/Data Channel

SerR BW/
MCS TxP

CPCI

PCInt

Transmission Frame

TxP1 EP1 TxP2

CPCI 

EP2

TxP

Transmission Frame

SINR

CPCI

Control/Data

Control/Data PAdj

CPCI in Beacon: 
CPCI is inserted in the beacon and can be 
detected and extracted by a peer in the 
proximity.

CPCI on Common Control/Data Channel: 
CPCI is broadcasted on a common control or 
data channel to be detected and used for 
collaborating power control among the peers in 
proximity.

CPCI in a Transmission Frame: 
CPCI is transmitted with control information for 
Point-to-Multipoints power control request, or 
with data information for initial or open loop 
power control from a multicast transmitter.

CPCI in a Transmission Frame: 
CPCI is transmitted with control information for 
power control response, or with data information 
for closed loop power control with required 
power adjustment from a receiver.

Note 
The exact location of CPCI may vary depending on the specification or implementation of CPCI for context-
aware power control.  
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10.3.1 Context-aware Power Control Procedure 
Peer1 starts TPC 

for Appi

1. Receive CPCIAppiPr1 from the higher layer.                                  2. Extract CPCI from beacon/paging/common channel.
3. Collect measured RxSQProS corresponding to CPCIProS.            4. Update the list of CPCIs in proximity CPCIProS.

Peer1 ends TPC 
for Appi 

CPCIProS 
empty?

Yes

No

Higher 
layer

PA OthersPD

Timed out?

CPCI Detection in Proximity

YesNo

Set initial value of TxPAppiPr1  based on  Appi’s min power Set initial value of TxPAppiPr1  based on CPCIProS, RxSQProS and CPCIAppiPr1

Inter-P2PNWs Power Control

Response?
Yes

No

Send power request with CPCIAppiPr1 at TxPAppiPr1 on Common Channel for Appi.

1. Adjust TxPAppiPr1 with responses
2. Update CPCIAppiPr1

Response
from Peer2?

Yes

No

1. Increase TxPAppiPr1= min{MaxTxPAppi,, (TxPAppiPr1 + PAdjAppi)}
2. Update CPCIAppiPr1 

Time out?
Yes

No

1. Increase TxPAppiPr1 = min{MaxTxPAppi, (TxPAppiPr1 +PAdjAppi)}
2. Update CPCIAppiPr1

Intra-P2PNW Power Control

1.Transmit on Appi channel at power level TxPAppiPr1 with updated CPCIAppiPr1
2. Feedback updated CPCIAppiPr1 to higher layer.

1. Adjust TxPAppiPr1 with Peer2's  response
2. Update CPCIAppiPr1with PAdjAppiPr1Pr2 

1. Increase TxPAppiPr1 = min{MaxTxPAppi, (TxPAppiPr1 +PAdjAppi)}
2. Update CPCIAppiPr1

Appi 
transmission?

No

1. Send power request with CPCIAppiPr1 at TxPAppiPr1 on Appi channel to Peer2
2. Feedback updated CPCIAppiPr1 to higher layer.

Time out?Response 
from Peer2?

Yes No1. Adjust TxPAppiPr1 with Peer2's response
2. Update CPCIAppiPr1 with PAdjAppiPr1Pr2 

Yes

No 1. Increase TxPAppiPr1 = min{MaxTxPAppi, (TxPAppiPr1 +PAdjAppi)}
2. Update CPCIAppiPr1

Yes

(abort)

No

Yes

Time out?
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10.3.2 Context-aware Power Control Call Flow

Peer1
Power 
Control

Peer1
Higher 
Layer

App j 
SuperVL

Peer2
Power 
Control

App 1 
VL1

App 2 
VL2

App 4 
Peer1

App 4 
Peer2

App 5 
Peer1

App 3 
VL3

Centralized Control

App i

1. Trigger Power Control
    Load CPCIAppiPr1

2. Detect CPCIProS
   & measure RxSQProS

CPCIAppjSupVLj

CPCIApp1VL1, CPCIApp2VL2, CPCIApp3VL3

CPCIApp4Pr1~2, CPCIApp5Pr1

CPCIAppiPr1

CPCIAppjSupVLj, PAdjAppjSupVLj

CPCIApp1VL1, PAdjAppiVL1; CPCIApp2VL2, PAdjApp2VL2...

4A.Send Power Request 
@TxPAppiPr1 with CPCIAppiPr1

4B.Feedback 
CPCIAppiPr1

6B. Response @TxPAppiPeer2
    with PAdjAppiPeer2 & CPCIAppiPr2

8A.Trans. data @TxPAppiPr1
with PAdjAppiPr1 & CPCIAppiPr18B.Feedback 

CPCIAppiPr1

10B. ACK @TxPAppiPr2
     with PAdjAppiPr2 & CPCIAppiPr2

CPCIApp4Pr1, PAdjApp4Pr1; CPCIApp4Pr2, PAdjApp4Pr2; CPCIApp5Pr1, PAdjApp5Pr1

In Proximity of App i Peer1

5. Adjust TxPAppiPeer2
& update CPCIAppiPeer2

7. Adjust TxPAppiPr1
& update CPCIAppiPr1

9. Adjust TxPAppiPr2
& update CPCIAppiPr2
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Peer2
Higher 
Layer

(CPCIProS: CPCIs detected in proximity of App i Peer1)

Hybrid Control Distributed 
Control

(3B. Power Control Reponses to Peer1 with the Peers’ CPCIs in proximity)

(3A. Power Control Request from Peer1with Peer1's CPCIAppiPr1)

1. Peer1  
   exchanges 
   CPCIs with 
   Peer2
2. Peer1 
   updates 
   CPCIs to 
   high layer

3. Appi Peer1 
collaborates with the 
SupVL/VLs/Peers in 
proximity on Common 
Channel by exchanging 
the CPCIs

6A.Feedback 
CPCIAppiPr2

10A.Feedback 
CPCIAppiPr2
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11. Cross-Layer and Cross-
Application ACK
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11. Cross-Layer and Cross-Application ACK

• Excerpts from IEEE 802.15.8 TGD [1]
 6.17 Requirements for high layer and infrastructure interaction: “IEEE 802.15.8 may 

be able to interact with higher layers to access suitable infrastructure, if it exists, e.g. 
to facilitate the set up and maintenance of communication”, “IEEE 802.15.8 shall 
perform measurements at the request of and report the results to higher layers. These 
measurements may include received signal strength and interference levels”

 7.7 System overhead: “Overhead, including overhead for control signaling as well as 
overhead related to data communications shall be reduced as far as feasible without 
compromising overall performance and ensuring proper support of systems features”

• Motivation
– MAC layer has retransmission and higher layer has retransmission mechanisms as 

well, but both are independent. 
– To coordinate and optimize MAC-layer (re-)transmission and higher-layer (re-

)transmission mechanisms for multiple applications can reduce system overhead and 
in turn improve system performance 

• Proposals
– 11.1 Terms and Concepts
– 11.2 One-Hop Cross-Layer ACK
– 11.3 Streamlined Cross-Layer ACK
– 11.4 Cross-Application ACK
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11.1. Terms and Concepts

• Acknowledge (ACK) Message: the receiver 
sends ACK to the sender to confirm the 
receipt a previous data message
– MAC-Layer ACK: There is ACK in MAC protocols 

to guarantee reliable one-hop data transmission 
and provide one-hop reliable link

– Application-Layer ACK: There is ACK in high 
layers protocols to guarantee end-to-end data 
transmission between the source and the 
destination
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11.2. One-Hop Cross-Layer ACK

• The New MAC ACK (i.e. Integrated MAC ACK) contains not only the 
normal MAC ACK but also the application ACK. In other words, the 
Integrated MAC ACK serves two purposes simultaneously:
– To acknowledge the previous MAC data frame from the sender to the 

receiver
– To acknowledge the application data contained in the previous MAC 

data frame

Sender
(PD 1)

Receiver
(PD 2)

Step 1: MAC Data Frame 1 (App Data)

Step 2: MAC ACK 1

Step 3: MAC Data Frame 2 (App ACK)

Step 4: MAC ACK 2

App ACK for 
App Data 
becomes 
available

Sender
(PD 1)

Receiver
(PD 2)

Step 1: MAC Data Frame (App Data)

Step 2: Integrated MAC ACK (=Normal MAC ACK + App ACK)

Without Cross-Layer ACK

With Cross-Layer ACK
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11.3. Streamline Cross-Layer ACK

• Basic Idea: An MAC ACK piggyback App ACK for previous application data, which is 
transmitted in previous MAC data frames. 

• Benefits: It can reduce the potential long latency in waiting for App ACK as shown in One-
Hop Cross-Layer ACK

Sender
(PD 1)

Receiver
(PD 2)

Step 1: MAC Data Frame 1 (App Data 1)

Step 4: Integrated MAC ACK 1
(=Normal MAC ACK 2 + App ACK for App Data 1)

Step 2: MAC ACK 1

Step 3: MAC Data Frame 2 (App Data 2)

Step 5: MAC Data Frame 3 (App Data 3)

Step 6: Integrated MAC ACK 2
(=Normal MAC ACK 3 + App ACK for App Data 2)

Step 7: MAC Data Frame 4 (App Data 4)

Step 8: Integrated MAC ACK 3
(=Normal MAC ACK 4 + App ACK for App Data 3)

App ACK for 
App Data 1 
becomes 
available

App ACK for 
App Data 2 
becomes 
available

App ACK for 
App Data 3 
becomes 
available
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11.4. Cross-Application ACK

• An MAC Data Frame can piggyback App ACK for multiple 
application. 
– In other word, MAC Data Frame for App 1 can be leveraged to transmit 

App ACK for another application. 

Sender
(PD 1)

Receiver
(PD 2)

Step 1: MAC Data Frame 1 (App1 Data)

Step 2: MAC ACK

Step 5: MAC Data Frame 
(Cross-App ACK: App1 ACK & App2 ACK)

Step 6: MAC ACK

Step 3: MAC Data Frame 2 (App2 Data)

Step 4: MAC ACK

Sender
(PD 1)

Receiver
(PD 2)

Step 1: MAC Data Frame 1 (App1 Data)

Step 2: MAC ACK 1

Step 5: MAC Data Frame 3 (App1 ACK)

Step 6: MAC ACK 3

Step 3: MAC Data Frame 2 (App2 Data)

Step 4: MAC ACK 2

Step 7: MAC Data Frame 4 (App2 ACK)

Step 8: MAC ACK 4

Without Cross-App ACK

With Cross-App ACK
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12. Conclusion
A system design is proposed for infrastructure-less P2P 
communications
 Context-aware

– Context-aware Management
– Context-aware Fast Discovery
– Context-aware Fast Association/Disassociation/Re-association
– Context-aware Synchronization
– Context-aware Power Control
– Context-aware Cross-Layer and Cross-Application ACK

 Infrastructure-less
– Channel Management / Accessing based on Peer Detection 
– Channel Management / Accessing based on Peer Cooperation

 Group Communication
– Reliable multicast/broadcast transmission
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Thank You!

Any Questions?
 Qing.Li@InterDigital.com
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14. Backup Slides
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2. System Architecture: Logic Functions
Higher Layer: the layer above PHY/MAC, such as service or application layer for an 
infrastructure-less P2P wireless system.
Context Management Function: manages context information across PHY/MAC and 
higher layer for context-aware P2P communications. 
General Scan Function: scans the beacon, preamble, paging, and/or broad casting 
channel with context category, context ID, and/or context information.  Extracts 
information for synchronization, peer discovery, channel management, power control, 
measurements, and/or other functions.
Synchronization Function: performs context-aware initial or periodic time 
synchronization with superframes, frames, and/or time slots; maintains frequency 
and/or phase synchronization.
Discovery Function: discovers peer(s) in proximity by using context category, context 
ID, and/or peer context information; sends messages with context category, context ID, 
and/or peer context information for to-be-discovered in proximity.
Association Function: requests or responds to association, association updates, 
disassociation, or re-association by using context ID, and/ or peer context information.
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2. System Architecture: Logic Functions (cont.)

Channel Management Function: manages the radio resource or channel allocation 
among P2P networks based on the context, i.e. services or applications; manages 
channel accessing within a P2P network based on the peer context information. 
Power Control Function: performs transmitting power control and interference 
management based on context and power control information.
Data Transceiving Function: conducts context-aware reliable data transmitting and/or 
receiving based on the QoS required by service or application.
Measurement and Report Function: conducts measurements of channel, QoS, etc., 
and sends data reports from other logic functions to higher layer.
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2. System Architecture: Example of Context 
Information

Context Logic Functions
Context Category (i.e. emergency, social 
networking, smart office, etc.)

General Scan, Discovery, Synchronization, 
Association, etc.

Context ID (i.e. Facebook, NetFlix, 
GoToMeeting, etc.)

General Scan, Discovery, Synchronization, etc

User / Device Info (i.e. user /device ID, 
user / device profile, etc.)

Discovery, Synchronization, Association, Power 
Control, etc.

Service / Application Info (i.e. QoS 
requirements, required min. peers for a 
gaming, multi-hop for extending the 
service range, etc.)

Channel Management, Discovery, Association, etc.

Power Control Info (i.e. Power Category, 
Max./ Min. Power, Power Control 
Interval, etc.)

General Scan, Power Control, Measurements, etc.

QoS Info (i.e. data rate, latency, priority, 
etc.)

Channel Management , Power Control, Data 
Transceiving, Measurements, etc.

Others (i.e. location, speed, channel, 
etc.)

General Scan, Channel Management, Discovery, 
Synchronization, Association, Power Control, 
Measurements, etc.
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2. System Architecture: Example of 
Measurements and Reports
Measurement / Report Logic Functions

Channel condition (i.e. SINR, Received Signal Strength, 
Channel Quality Indicator, etc)

Measurements, Power Control, etc.

QoS (i.e. data rate, error rate, etc.) Data Transceiving 
Channel status (i.e. allocation, usage, etc) Channel Management, etc
Synchronization results (i.e. success, failure, time or 
frequency offset, etc.)

Synchronization

Discovery results (i.e. peer candidates, P2P network(s) 
detected in proximity, etc.)

Discovery

Association results (i.e. association log, association 
successful rate, etc.)

Association

Power Control Info (i.e. Max. / Min. transmitting power, 
averaged transmitting power, power adjustment, etc.)

Power Control
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3. Frame Structure: Beacon Subtype
Frame 
Type

Frame Subtype
DescriptionDiscovery 

Bit 
Beacon Subtype

0: Beacon

0: not for 
discovery
1: for 
discovery

0: super beacon •Sent by SuperVL under virtually centralized 
control
•Define a new superframe

1: application beacon •Sent by VL under virtually centralized control or 
hybrid control
•Define a new application frame. 

2: common beacon •Sent by VL under hybrid control
•Define a new super frame

3: peer beacon •Sent by any peer under distributed control
•Carry application information for discovery

4: common peer beacon •Sent by a peer under distributed control to 
define a new super frame

5: dedicate application 
beacon 

•Sent by a peer under distributed control to 
define a new application frame

6-7: reserved •reserved

Beacon type could be uniquely mapped to the control scheme and role of 
the sender (i.e., superVL, VL or peer)
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3. Frame Structure: Management Frames

Frame Type Frame Subtype Transmitted on Which Channel or Period

1: 
Management

0:Association request

DCDCH,  CFP

1: Association response
2:Re-association request
3:Re-association response
4:Disassociation request
5:Disassociation response
6:Association update notification
7:Association update response
8:Power control request

CCDCH, DCDCH
9:Power control response
10:Inter-P2PNWs channel allocation request

CCDCH
11:Inter-P2PNWs channel allocation response
12:Intra-P2PNWs channel allocation request

DCDCH
13:Intra-P2PNWs channel allocation response
14-15: Reserved NA

Management frames are designed to facilitate the information exchange for 
several MAC functionalities, such as context-aware power control, context-
aware association, context-aware channel management.
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3. Frame Structure: Context Information IE

• Context information IE includes the application information of 
a peer, and could be carried by any frame.

Field Description Mandatory/Option
IE identifier Identify the type of IE M
IE length Indicate the total length of the IE M
Context category Context category indicates the application/service 

category, such as emergency service, social 
networking, smart office, etc.

O

App ID/ Device ID/ 
User ID

indicate the identifier of context according to the 
type of applications, such as service-based, device-
based or user-based

O

App/Device/User 
parameters

Indicate more specific context information. For 
example, the price and discount information for 
advertisement service; game skill level information 
for a game

O
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