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1. Overview 
Wireless Mesh Networks (WMNs) extend existing wireless single-hop networks with the ability to forward datagramms using intermediate, layer 2 repeaters. In this way, the network coverage which is restricted due to attenuation, path loss and high Signal-to-Noise (SNR) demands by sensitive high-rate Modulation and Coding Schemes (MCS), is extended beyond a single link. This operation is done completely transparently for the higher layers, hiding the wireless channel and the multi-hop forwarding.
1.1 Scope

1.2 Definition of Wireless Mesh Networks for High-Rate WPANs
2. Normative references  
[1] IEEE P802.15.3 Standard: Wireless Medium Access Control (MAC) and Physical Layer (PHY) Specifications for High Rate Wireless Personal Area Networks (WPANs), Sep. 2003.
[2] IEEE P802.15.3b-2005: Wireless Medium Access Control (MAC) and Physical Layer (PHY) Specifications for High Rate Wireless Personal Area Networks (WPANs), July 2005.
3. Definitions
Group Coordinator (GC) – the top level GM or OnTR of a specific multicast group (sub-tree root). It sets the upper bound of the multicast tree.

Group Member (GM) – a node participating a multicast group

Off-Tree Router (OffTR) – a node which is the GC’s direct ancestor (including TC). This node is not on the multicast tree but it knows from which child it can reach the multicast tree.
On-Tree Router (OnTR) – a node on the multicast tree but not a GM

Tree Coordinator (TC) – the root of the logic tree of the network. It keeps information of all multicast groups in the network so that it always knows from which child(ren) it can reach the multicast tree for a specific group.

<ed: more definitions need to be added>
4. Abbreviations and acronyms  

MDEV
Mesh Capable DEV

MPNC
Mesh Capable PNC
BAT:
Adaptive Block Addressing Table

LST:
Link State Table

TTL:
Time To Live

JREQ 
Joining REQuest

JREP 
Joining REPly

LREQ
Leaving REQuest

LREP
Leaving REPly

GCUD
GC UpDate

GDIS
Group DISmiss

GM 
Group Member

OnTR
On-Tree Router

GC 
Group Coordinator

TC
Tree Coordinator

OffTR
Off-Tree Router

MTT 
Multicast Transaction Table

MTR 
Multicast Transaction Record
JREQ 
 Joining REQuest

JREP 
 Joining REPly

LREQ 
 Leaving REQuest

LREP 
 Leaving REPly

GCUD 
 GC UpDate

GDIS 
 Group DISmiss

<ed: more itemes need to be added, and items need to be re-ordered>
5. General description
This document describes a recommendation how to enhance an existing IEEE WPAN standard with functionality needed to provide mesh network operation which supports high data rates on end-to-end connections between the participating nodes. Throughout the following chapters, the existing standard will be referenced as the single-hop WPAN, its MAC layer is coined single-hop MAC. Functionality assumed to be already a part of the single-hop MAC is described in section ABC.
In the following sections, the need for extensions to the single-hop MAC is motivated by readdressing some of the common problems in wireless networks and their implication on the operation in mesh networks. While instances of the mentioned problems can also be found in networks restricted to single-hop operation, they appear extensively in mesh networks and degrade the performance severely if no counter-measures are taken.

Appendix XZY shows in an exemplary way how the current single-hop standard IEEE 802.15.3b for WPANs can be extended to provide the needed functionality.
5.1 Aims of a Mesh WPAN
A mesh WPAN is a PAN that employs one of two connection arrangements, full mesh topology or partial mesh topology. In the full mesh topology, each node is connected directly to each of the others. In the partial mesh topology, each node is connected directly to at least one other node, and there exists a path of direct connections from each node to each other node.

Mesh networks have the capability to provide:

a) Extension of network coverage without increasing transmit power or receive sensitivity

b) Enhanced reliability via route redundancy

c) Easier network configuration

d) Longer device battery life due to fewer retransmissions

A Mesh WPAN is distinguished from a WPAN in that a direct communication among participating devices in the network is not always possible or not possible at all despite the small covered area. Broken links in an WPAN can occur due to the combination of low transmission power and persistent interference or the attenuation by barriers like walls, doors, tables etc. Depending on the used PHY, theses attenuations can have a severe effect on the link performance, which can be canceled by the mesh infrastructure.

This recommend practice defines a MAC service and protocol corresponding to the MAC sublayer of the standard ISO/OSI-IEEE 802 reference model.

It presents mechanisms that provide interoperable, stable, and scaleable wireless mesh networking for WPANs.

5.2 Problems in Mesh WPAN (informative)

NOTE—The section 5.1.1, Problems in Mesh WPAN, has informative character only, it can be expected that this section is deleted later.

The many of the common problems found in single-hop wireless networks are increased exponentially in mesh networks where multi-hop communication and thus forwarding of messages is used. The following section gives a short overview which challenges a typical mesh MAC sublayer has to solve for an efficient operation.

5.3 Hidden Node Problem

The hidden node problem results from the inability of the transmitter to estimate the current SINR at a receiver: During an existing transmission, another (more distant) transmitter initiates another transmission to an (unoccupied) receiver near the first receiver, as (due to the distance) it does not recognize the first transmission. Therefore, the SINR becomes too low at both receivers, both transmissions fail. This problem can only occur if large (larger than the communication range) distances are between the devices, as it is common in mesh networks.

5.4 Exposed Node Problem

Exposed nodes are complementary to hidden nodes: Due to attenuating obstacles (like walls, floors etc), two or more simultaneous transmissions would be possible, but they do not take place because the transmitter assume that they would interfere with the first transmission. This causes the wireless medium to be underutilized, a more ‘eager’ channel access mechanism is needed to solve to exposed node problem – unless it does not worsen the hidden node problem.

In fact, it has been shown that mesh networks are not scaleable if no intelligent carrier sense mechanism is used which uses attenuating obstacles for concurrent transmissions.

5.5 Information Dissemination

As it was already mentioned, the distance between any transmitter and receiver is limited to provide minimum signal strength at the receiver. It can thus be assumed that events that occur at a single device which are important for the whole mesh network need several transmissions to reach all participants. Although efficient methods for message broadcasts should be supplied to the Mesh MAC, the protocol itself should not rely on a centralized structure where all decisions are done in a single entity and then distributed to all devices. To enhanced the network reliability, as many decisions as possible should be done in a bounded neighborhood, so that a central point of failure is avoided.

5.6 Problems special to 802.15.5 Mesh Networks

As IEEE 802.15.5 defines amendments for mesh networking in WPANs, special problems have to be taken into account.

A crucial difference of WPANs from other wireless networks is the assumption that devices are small and thus the power consumption is restricted severely if the device is currently not connected to a power supply. A mesh WPAN MAC should be able to differentiate between power sensible and connected devices and assign different functions (e.g. packet forwarding) to them, so that the power sensible device is able to safe power and participate in the network as long as possible.

Another issue is the existence of non-mesh enabled IEEE 802.15.3 devices in the same area of the mesh network. Mechanisms are needed that handle the coexistence of those devices with mesh-enabled devices, so that the mesh network is still functional and single-hop transmissions from/to the 802.15.3 devices are possible.

If those mechanisms do not allow a reduction of the general coexistence problem to the coexistence problem addressed in 802.15.3, further considerations have to be taken into account about IEEE 802.15.x networks.

6. Layer management

6.1 Overview of management model
Both MAC and PHY layers conceptually include management entities, called the MAC sublayer management entity and PHY layer management entity (MLME and PLME, respectively). These entities provide the layer management service interfaces for the layer management functions. Figure 3 depicts the relationship among the management entities to support mesh networking capabilities.
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Figure n3 – The reference model used in this standard

It can be seen in Figure n3 that the major part of the new functionality can be found in the FCSL and the DME; here, a sort of mesh 2.5 sublayer is established. MAC enhancements can be found in the MAC layer and its management entity.

6.2 Mesh management SAP interface

6.2.1 MSME-RESET.request
This primitive requests that the mesh entity be reset.

MSME-RESET.request 
(

SetDefaultPIB,

ResetTimeout

)

6.2.2 MSME-RESET.confirm
This primitive reports the results of a reset request.

MSME-RESET.confirm 
(

ResultCode

)

6.2.3 MSME-GET.request

This primitive requests information about a given Mesh PIB attribute.

MSME-GET.request 
(

MeshIBattribute

)

6.2.4 MSME-GET.confirm
This primitive reports the results of an information request about Mesh PIB.

MSME-GET.confirm 
(

ResultCode,
MeshIBattribute,
MeshIBvalue

)

6.2.5 MSME-SET.request
This primitive attempts to set the indicated Mesh PIB attribute to the given value.

MSME-SET.request 
(

MeshIBattribute,
MeshIBvalue

)

6.2.6 MSME-SET.confirm
This primitive reports the results of an attempt to set the value of an attribute in Mesh PIB.

MSME-SET.confirm 
(

ResultCode,
MeshIBattribute

)

6.2.7 MSME-SCAN.request
This primitive requests that the mesh layer conducts neighborhood discovery.
MSME-SCAN.request 
(

OpenScan,

BSID,

PNID,

MeshID,

ChannelList,

ChannelScanDuration

)

6.2.8 MSME-SCAN.confirm
This primitive reports the results of neighborhood discovery.

MSME-SCAN.confirm 
(

NumberOfMeshes,

MeshDescriptionSet,

NumberOfChannels,

ChannelRatingList,

ResultCode

)
6.2.9 MSME-MESH-START.request
This primitive requests that the mesh entity starts a new mesh network.

MSME-MESH-START.request 
(

MeshID

MACParameterSet,

MeshParameterSet

)

6.2.10 MSME-MESH-START.confirm
This primitive reports the results of a mesh creation procedure.

MSME-MESH-START.confirm 
(

ResultCode

)

6.2.11 MSME-JOIN.request
This primitive requests to join a mesh network.
MSME-JOIN.request 
(

MeshID,
MeshParameterSet
)

6.2.12 MSME-JOIN.indication
This primitive indicates that a new MPNC joins the mesh network.
MSME-JOIN.indication 
(

MDEVID,

Device address,

MeshParameterSet

)

6.2.13 MSME-JOIN.confirm
This primitive reports the results of a mesh joining request.

MSME-JOIN.confirm 
(

MeshID,

ResultCode
)

6.2.14 MSME-LEAVE.request
This primitive requests to leave a mesh network.
MSME-LEAVE.request 
(

MeshID,

LeaveReason

)
6.2.15 MSME-LEAVE.indication
This primitive indicates that a MPNC leaves the mesh network.
MSME-LEAVE.indication 
(

MDEVID,

Device address,

LeaveReason

)

6.2.16 MSME-LEAVE.confirm
This primitive reports the results of a mesh leaving request.
MSME-LEAVE.confirm 
(

MeshID,

ResultCode

)
6.2.17 MSME-MESH-DISCOVERY.request
This primitive requests to discover the mesh topology.
MSME-MESH-DISCOVERY.request 
(

MeshID,

DiscoveryTimeOut

)

6.2.18 MSME-MESH-DISCOVERY.confirm
This primitive reports the results of a mesh discovery process.

MSME-NETWORK-DISCOVERY.confirm 
(

MeshID,

MeshTopoParameter,

ResultCode

)

6.3 Mesh SAP interface
6.3.1 MESH-ASYNC-DATA.request

This primitive is used to initiate the transfer of an asynchronous data from one Mesh entity to another Mesh entity.
MESH-ASYNC-DATA.request 
(

DestAddr,

SrcAddr,

TranMethod,

Priority,

ACKPolicy,

TransmissionTimeout,

Length,

Data
)
6.3.2 MESH-ASYNC-DATA.confirm

This primitive is used to report the results an asynchronous data transmission.
MESH-ASYNC-DATA.confirm 
(

DestAddr,

SrcAddr,

TranMethod,

Priority,

ResultCode
)
6.3.3 MESH-ASYNC-DATA.indication

This primitive is used to indicate the reception of an asynchronous data.

MESH-ASYNC-DATA.request 
(

DestAddr,

SrcAddr,

Length,

Data

)
6.3.4 MESH-ISOCH-DATA.request

This primitive is used to initiate the transfer of an isochronous data from one Mesh entity to another Mesh entity.
MESH-ISOCH-DATA.request 
(

StreamIndex,

TranMethod,

ACKPolicy

TransmissionTimeout,

Length,

Data

)

6.3.5 MESH-ISOCH-DATA.confirm

This primitive is used to report the results an isochronous data transmission.
MESH-ISOCH-DATA.confirm 
(

StreamIndex,

ResultCode

)

6.3.6 MESH-ISOCH-DATA.indication

This primitive is used to indicate the reception of an isochronous data.
MESH-ISOCH-DATA.indication 
(

DestAddr,

SrcAddr,

StreamIndex,

Length,

Data
)
7. General mesh frame format

The general MAC frame defined in 802.15.3-2003 is extended with a new mesh header field inserted at the beginning of the MAC frame payload. The format of the MAC frame body is shown in Figure 1. 
	Octets: 0 or 4
	14
	Ln

	FCS
	Mesh header
	Mesh frame payload

	
	MAC frame payload

	MAC frame body


Figure 1 ― MAC frame body format
	Octets: 1
	1
	1
	1
	1
	2
	1
	4

	Mesh frame control
	Source MDEVID
	Source DEVID
	Destination MDEVID
	Destination DEVID
	Mesh seqnum
	TTL
	Routing assistant

	Mesh header


Figure 2 ― Mesh header format
The mesh header field comprises 8 subfields, as shown in Figure 2. They are specified in the following. 

Mesh frame control ― The mesh frame control subfield indicates the frame type and the transmission method of a frame. The format of this subfield is shown in Figure 3. The valid values of frame type and transmission method are shown in Table 1 and Table 2.

Source MDEVID ― The mesh-DEVID (MDEVID) of the source MPNC.

Source DEVID ― The intra-PAN DEVID of the source device.

Destination MDEVID  ― The MDEVID of the destination MPNC.
Destination DEVID  ― The inta-PAN DEVID of the destination device.

Mesh sequence number ― The mesh sequence number is used to prevent redundant packet relays and also enable sequential frame delivery.
TTL ― The time-to-live (TTL) subfield is used to prevent infinite loops.

Routing assistant ― The routing assistant subfield contains additional information needed by specific routing protocols. The format of the routing assistant subfield is shown in Table 2. The detailed usage of this subfield is specified in 9.x – 9.x. 
	Bits: b7-b5
	b4-b3
	b2-b0

	Reserved
	Frame type
	Transmission method

	Mesh frame control


Figure 3 ― Mesh frame control subfield format

Table 1 ― Valid values of frame type
	Type value

b4 b3
	Frame type description
	Subclause

	00
	Data frame
	

	01
	Command frame
	

	10-11
	Reserved
	


Table 2 ― Valid values of transmission method and routing assistant field format
	Value

b2 b1 b0
	Transmission method description
	Routing assistant field
	Subclause

	
	
	Octet: 2
	2
	

	000
	Full broadcast
	n/a
	n/a
	

	001
	Tree broadcast
	n/a
	n/a
	

	010
	Local routing
	n/a
	n/a
	

	011
	Tree routing
	Source TREEID
	Destination TREEID
	

	100
	Table routing
	n/a
	n/a
	

	101
	Location-based unicast
	Source Location
	Destination Location
	

	110 - 111
	Reserved
	Reserved
	


7.1 Format of individual frame types

7.1.1 Mesh data frame format
	Octet: 18
	L

	Mesh header
	Mesh data payload


Figure 4 ― Mesh data frame format

The mesh data frame format is shown in Figure 4.

7.1.2  Mesh command frame format
	Octet: 10
	L
	1
	1

	Mesh header
	Mesh command payload
	Length
	Command type


Figure 5 ― Mesh command frame format

The mesh command frame format is shown in Figure 5. In addition to the mesh command payload, there are two other subfields: command type and payload length. The valid values of command type are shown in Table 3. 
Table 3 ― Command types

	Command type

0x00-0xFF
	Command name
	Subclause

	0x00
	Tree association request
	

	0x01
	Tree association response
	

	0x02
	Tree disassociation request
	

	0x03
	Tree disassociation confirmation
	

	0x04
	Tree topology discovery
	

	0x05
	Tree topology update
	

	0x06
	TreeID assignment
	

	0x07
	Server notification
	

	0x08
	Server inquiry
	

	0x09
	Address update
	

	0x0A
	Link state registration
	

	0x0B
	Route discovery
	

	0x0C
	Route notification
	

	0x0D
	Route formation
	

	0x0E
	Route error
	

	0x0F-0xFF
	Reserved
	


7.2 Mesh command frames 
7.2.1 Tree association request command

	Octet: 2
	1
	1

	Descendant number
	Length = 2
	Command type


Figure 6 ― Tree association request command format

The tree association request command frame is used by an MPNC when it tries to join or rejoin a tree network. The descendant number subfield indicates the actual descendant number or expected descendant number of the MPNC. 
7.2.2 Tree association response command
	Octet: 1
	1
	1

	Association status
	Length = 1
	Command type


Figure 7 ― Tree association response command format

The tree association response command frame is used to response the association request from an MPNC. The format of the association status subfield is shown in Figure 8.
	Octet: b4-b7
	b3
	b2
	b1
	b0

	Reserved
	Address server available
	Topology server available
	TREEID available
	Accept/Reject


Figure 8 ― Association status subfield format

7.2.3  Tree disassociation request command

	Octet: 1
	1
	1

	Disassociation reason
	Length = 1
	Command type


Figure 9 ― Tree disassociation request command format

The tree disassociation request command frame can be used by a parent MPNC to disassociate its child MPNC or it can be used by a child MPNC to disassociate from its parent MPNC. The valid values of the disassociation reason subfield is shown in Table 4. 

Table 4 ― Valid values of disassociation reason

	Value

0x00 – 0xFF
	Frame type description

	0x00
	Not enough TREEID space

	0x01
	Associate with another parent

	0x02
	Leave the network 

	0x03 – 0xFF
	Reserved


7.2.4 Tree disassociation confirmation command

	1
	1

	Length = 0
	Command type


Figure 10 ― Tree disassociation confirmation command format
The tree disassociation confirmation command frame is used to confirm a tree disassociation request. 

7.2.5 Tree topology discovery command
	Octet: 1
	1

	Length = 0
	Command type


Figure 11 ― Tree topology discovery command format

The tree topology discovery command frame is used in a tree network to initiate the discovery of the tree topology.
7.2.6 Tree topology update command

	Octet: 1
	1
	2
	1
	1

	Initiator MDEVID
	Terminator MDEVID
	Descendant num
	Length = 4
	Command type


Figure 12 ― Tree topology update command format

The tree topology update command frame is used by a child MPNC to report its descendant number to its parent MPNC in a tree network. The “initiator” is the MPNC which starts the topology update process. Initiators are usually leaves of the tree. The “terminator” is the MPNC which stops the topology update process. Terminators are usually the MPNCs which initiate topology discovery process.
7.2.7 TREEID assignment command
	Octet: 2
	2
	2
	1
	1

	Source TREEID
	TREEID 
	TREEID block size
	Length = 6
	Command type


Figure 13 ― TREEID assignment command format

The TREEID assignment command frame is used by a parent MPNC to assign TREEID and TREEID block to a child MPNC. 
7.2.8 Server notification command
	Octet: 1
	1
	2
	1
	1

	Server type
	Server MDEVID
	Server TREEID
	Length = 4
	Command type


Figure 14 ― Server notification command format

Table 5 ― Valid values of server type

	Type value

0x00 – 0xFF
	Frame type description

	0x00
	Topology server

	0x01
	Address server

	0x02
	Gateway

	0x03 – 0xFF
	Reserved


The server notification command frame is used to carry the server information to one or more MPNCs. 
7.2.9 Server inquiry command
	Octet: 1
	1
	1

	Server type
	Length = 1
	Command type


Figure 15 ― Server inquiry command format

The server inquiry command frame is used by a child MPNC to ask for server information from its parent MPNC.
7.2.10 Address update command

	Octet: 2
	1
	1

	Source TREEID
	Length = 2
	Command type


Figure 16 ― Address update command format

The address update command frame is used by an MPNC to update its identities. 

7.2.11 Link state registration command
	Octet: 4*N
	1
	1

	Link status list
	Length = 2*N
	Command type


Figure 17 ― Link state registration command format

The link state registration command frame is used by an MPNC to register its link state information at the topology server. The format of the link status list is shown in Figure 18.
	Octet: 1
	1
	1
	1
	…
	1
	1

	Neighbor #1 MDEVID
	Neighbor #1 link cost
	Neighbor #2 MDEVID
	Neighbor #2 link cost
	…
	Neighbor #N MDEVID
	Neighbor #N link cost


Figure 18 ― Link status list subfield format

7.2.12 Route discovery command

	Octet: 2
	1
	1
	1
	1
	1
	1

	Sequence Num
	Initiator MDEVID
	Terminator MDEVID
	Route destination MDEVID
	Route cost
	Length = 6
	Command type


Figure 19 ― Route discovery command format

The route discovery command frame is used to create routing entries for a source MPNC, and/or discover an optimal route to a destination MPNC. The initiator MDEVID identifies the source MPNC. The route destination MDEVID identifies the destination MPNC of the desired route. The terminator MDEVID identifies the MPNC which terminates the frame. The route cost subfield records the path cost from the frame transmitter to the source MPNC. 
7.2.13 Route notification command
	Octet: 2
	1
	2*N
	1
	1
	1

	Seq Num
	Route Source MDEVID
	Relay list
	Route cost
	Length = 4+2*N
	Command type


Figure 20 ― Route notification command format

The route notification command frame is used by a topology server to notify the destination MPNC of the optimal route between the source and destination MPNCs. The route source MDEVID identifies the source MPNC of the optimal route. The sequence number is copied from the corresponding route discovery command frame. The route cost subfield records the cost of the whole route. The relay list subfield contains address of each relay device, as well as its route cost to the destination MPNC. 
	Octet: 1
	1
	1
	1
	…
	1
	1

	Relay #1 MDEVID
	Relay #1 route cost
	Relay #2 MDEVID
	Relay #2 route cost
	…
	Relay #N MDEVID 
	Relay #N route cost


Figure 21 ― Relay list field format

7.2.14 Route formation command

	Octet: 2
	1
	1
	2*N
	1
	1
	1

	Seq Num
	Initiator MDEVID
	Terminator MDEVID 
	Relay list
	Route cost
	Length = 5+2*N
	Command type


Figure 22 ― Route formation command format

The route formation command frame is used to deliver route information to relays along a newly discovered route, so that these relays can establish routing entries accordingly. The initiator MDEVID identifies the destination MPNC of the route, which originates the frame. The terminator MDEVID identifies the source MPNC of the route, which terminates the frame. The sequence number is copied from the corresponding route discovery or route notification command frames. The relay list subfield contains the address of each relay device, as well as its path cost to the destination.
7.2.15 Route error command

	Octet:1
	1
	1
	1
	1
	1

	Initiator MDEVID
	Terminator MDEVID
	Route destination MDEVID
	Error Reason
	Length = 4
	Command type


Figure 23 ― Route error command format

The route error command frame is used by a relay to notify the source MPNC about route errors. The initiator MDEVID identifies the relay which originates the frame. The terminator MDEVID identifies the source MPNC of the route, which terminates the frame. The route destination MDEVID identifies the destination MPNC of the route. The valid values of the error reason subfield are shown in Table 6. 
Table 6 ― Valid values for error reason
	Value

0x00 – 0xFF
	Frame type description

	0x00
	Link break

	0x01
	Low capacity

	0x02
	Low power

	0x03 – 0xFF
	Reserved


7.3 Mesh information elements

7.3.1 Mesh capacity
	Octet: 2
	1
	1
	1
	1

	Mesh ID
	Mesh capacity
	Route cost to MC
	Length = 4
	Element ID


Figure 24 ― Mesh capacity information element format 

The format of mesh capacity information element is shown in Figure 24, and the format of the mesh capacity field is shown in Figure 25. The valid values of mesh topology subfield are shown in Table 7. The child support subfield indicates whether a device can accommodate new child. The relay subfield indicates whether a device can relay packets for other devices.
	Bit: b7 – b4
	b3
	b2
	b1 – b0

	Reserved
	Relay
	Child support
	Mesh topology


Figure 25 ― Mesh capacity field format
Table 7 ― Valid values of mesh topology subfield

	Type value

b1 b0
	Frame type description
	Subclause

	00
	Tree topology
	

	01-11
	Reserved
	


8. Mesh Extensions to single-hop MAC Protocols
To provide the functionality described in section 5.5.1, the participating nodes of a mesh network have to fullfil two requirements:

       a) They provide the mesh services, which are implemented in the mesh sublayer 2.5 and described in chapter 9.
       b) They support the mesh-specific mode of accessing the channel, i.e. respecting the demands of the other participants.
While requirement a) allows a new set of functions in the network node (e.g. the relaying of data packets over several hops), requirement b) serves the purpose of enhancing the performance of the network operation in typical mesh conditions.

8.1 Assumed functionality of the single-hop MAC

Throughout the following sections, the existence of a single-hop, centrally coordinated MAC is assumed. This MAC defines as the basic element the piconet (PN), consisting of a piconet controller (PNC) plus the associated devices (DEVs). The PNC supports the following functions:

a) Starting, maintaining and stopping a piconet
1) Handling associations and deassociations

b) Generation and transmission of beacons

c) Channel access

 
1) Contention-based

 2) Channel time allocation period channel access

 3) Creating, maintaining and stopping channel time allocations

i) For isochronous streams

ii) For asynchronous channel access

d) Transmission and reception of packets to and from the associated devices

1) Fragmentation and defragmentation

2) Acknowledgement and retransmission, including

i) No-Ack transmissions

ii) Delayed Acknowledgements

e) Change of the piconet parameters, including

1) Moving of beacon and

2) Change of the superframe duration

DEVs are a much simpler class of network nodes as they do not have to support the management and channel timing functionality of a PNCs. Therfore, their functionality is reduced to the following points:

a) Association and disassociation to a PNC

b) Channel access

1) Contention-based channel access

2) Channel time allocation period channel access

i) Requesting for channel time from the PNC

ii) Following the channel time reservations as requested by the PNC
c) Synchronization to the PNC’s beacon

d) Transmission and reception of packets to and from the other devices and the PNC

1) Fragmentation and defragmentation

2) Acknowledgement and retransmission, including

i) No-Ack transmissions

ii) Delayed Acknowledgements

e) Peer discovery

Additionally, a DEV support power management to lower its energy consumption.

With this two types of devices, a two level hierarchy is established as drafted in Figure 

[image: image2.wmf]PNC

DEVs

:

Data Transmissions

PNC

:

Coordination 

& 

Data 

Transmissions


Figure n4—Hierarchy between DEVs and the PNC in a PN
8.2 The mesh architecture
The architectural framework of the mesh-enhanced MAC consist of a straightforward extension of the single hop MAC: Instead of one PNC, several PNCs are allowed to participate in the same network. Therefore, the single instance which coordinates the channel access (the PNC) is replaced by a homogenous set of (Mesh) PNCs, which negotiate the occupancy of the channel between them.
The resulting two level hierarchy can be seen in Figure n5.
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Figure n5— Two level hierarchy of the mesh architecture
A seen in this figure, data can be transmitted 

· Between DEVs belonging to one PN,

· Between DEVs and their Mesh-PNC,

· Between Mesh-PNCs or

· Between DEVs and Mesh-PNCs/DEVs of another PN, if the DEVs possess a lightweight mesh layer enabling the addressing of DEVs in other PNs.

While the first two items describe intra-PN communication, the last two describe inter-PN communication. For intra-PN traffic, the Mesh-PNC of this PN has to reserve the needed time during the superframe and assign it to the participating DEVs. In contrast to this, inter-PN traffic requires a negotiation of the channel occupancy for every link which is needed for this traffic.
In the following sections, an overview is given how it is recommended to extend the single-hop MAC protocol to support the setup and operation of the mesh network between the MPNCs. Only a general description is provided so that it can be applied to a high-rate MAC with the features mentioned in section 8.1.

Furthermore, Appendix A describes in detail the suggested extensions to the IEEE 802.15.3b MAC to implement the mesh functionality.

8.3 Superframe Structure

The basic timing structure for frame exchange is the superframe. It is recommended to partition the superframe into equal-length medium access slots (MAS) and to use the MAS for addressing medium reservations between Mesh-PNCs. For the intra-PN traffic, the time adressing structure already existing in the single-hop MAC shall be used.

Throughout the mesh network, the superframe duration shall be the same. It is recommended to preset the superframe length in every Mesh-PNC before the startup of the mesh. Alternatively, a consensus protocol is used to determine a common superframe length among the PNs by the Mesh-PNCs
The superframe start time is defined for each PN differently by the start of the beacon transmission by the Mesh-PNC. For PN i, this start time is called the beacon transmission time, BTT(i). From the viewpoint of the PNs, all superframes are therefore shiftet by an offset. This offset has to be a multiple of a MAS, so that the slot start times are synchronized throughout the mesh network.
8.4 Medium Access

From the viewpoint of each Mesh-PNC, parts of the superframe can be reserved for the following purposes:
· Transmission and reception of beacons

· Own beacon transmission

· Beacon reception from neighboring Mesh-PNCs

· Beacon transmission for distant Mesh-PNCs which cannot be reserved for other transmissions due to interference
· Data frame exchange 
· in the own PN or in neighboring PNs
· inter-PN traffic which originating or ending at the Mesh-PNC or at neighboring Mesh-PNCs

Outside those reservations, Mesh-PNCs may send frames using a contention-based access method without prior reservations.
8.5 Beaconing

The beacon transmitted by every Mesh-PNC serves multiple crucial functions in the PN and the mesh network. Inside the PN, it is used to
· Announce the presence of the PN,

· Synchronize all DEVs of a PN to the clock of the Mesh-PNC and

· Inform the DEVs about reserved superframe time for data transmissions.

For the mesh network, the beacon is equally important and fullfils the following aims:

· Announce the presence of the Mesh-PNC

· Introduce the timing of the Mesh-PNC to the distributed synchronization algorithm

· Negotiate and announce fixed reservations
· Disseminate information about neighbor’s reservations.

Therefore, each Mesh-PNC has to listen to the beacons transmitted by its neighboring Mesh-PNCs and respect any indication of a beacon transmission (relayed by the neighbors) by deferring from accessing the medium during this time. Beacons shall be transmitted using the most robust PHY mode available and with the maximum transmission power.
8.5.1 Beacon Alignment

If beacons are aligned in subsequent MAS, the period from the first to the last beacon in this group is defined as a beacon period (BP). Each Mesh-PNC shall be able to support the forming of a beacon period by reserving MASs before or after its beacon for new Mesh-PNCs which want to join the mesh network. If a beacon period of at least two beacons is formed, all participating members of this period shall reserve an extension period after the last beacon of the group of two beacon transmission times length.
If a new Mesh-PNC is powered up and has identified a beacon period after scanning the medium, it shall join the beacon period by transmitting a beacon in one of the two available MAS.

8.5.2 Beacon collision avoidance and resolution

In each transmitted beacon, a MPNC includes a map of its view of the beacon transmission times of its neighbors, including the ID of the neighbors. If a MPNC receives a map where its beacon slot is marked as occupied but with a different ID than its own, it is part of a beacon collision. In this case, it defers from transmitting its beacon in the slot and restarts the procedure of beaconing as if it was just switched on.
8.5.3 Merging of two beacon periods

Due to changes in the propagation environment or mobility, two previously separated mesh networks may come into mutual reception range. In this case, some of the Mesh-PNCs overhear the beacon transmissions from the other, ‘alien’ mesh network and disseminate this information to their neighbors, so that they can respect the transmissions by replacing all data transmissions previously placed on the affected MAS. Furthermore, the two mesh networks shall synchronize their MAS boundaries, this is done using the usual synchronization mechanisms.

Optionally, the Mesh-PNCs might choose to change their beacon transmission times so that a large, unified beacon period evolves.
8.6 Channel time management

Besides the intra-PNC traffic channel time management, which is defined by the single-hop MAC protocol, a special negotiation protocol is defined for inter-PNC traffic, which is also coined mesh traffic.
Slots for transmissions are reserved using a three-way handshake between the transmitting MPNC and the receiving MPNC: The transmitter commences the reservation by the transmission of a reservation request management frame or the inclusion of a reservation request IE into its beacon, which indicate the slots MASs which shall be reserved. Upon the reception of either one, the receiver checks the feasibility of the reservation, i.e. if no collisions with existing reservations occur. If so, it answers with a reservation reply (frame or IE), which also serves as an announcement of the reservation to its neighboring MPNCs.
Finally, the transmitting MPNC announces the successful conclusion of the negotiation to its neighbors by including a reservation IE into its beacon. Only after the first transmission of the IE the MASs are reserved.

From this time point, both the transmitting and the receiving MPNC include the reservation IE into the beacon until the reservation is canceled by one of the MPNCs.

Neighboring MPNCs may object to the reservation during the negotiation by transmitting an reservation objection IE into their beacon. Furthermore, after the conclusion of the negotiation, they may disseminate the information about the reserved MASs into their neighborhood, so that the two-hop neighborhood of both the transmitter and the receiver are informed of the transmissions.
8.7 Synchronization

9. Mesh service support

9.1 Network self-organization

An MPNC that initiats a WPAN mesh network becomes a mesh coordinator (MC). The MC shall select a mesh ID which uniquely identifies the mesh network. The mesh ID selection method is out of scope of this document.
In order to start a mesh network, an MC shall include a mesh capacity IE in its beacons. If the MC wants to build a tree topology network, it shall set the mesh topology subfield of the mesh capacity IE as 00. If the MC wants to include more devices in the mesh as its children, it shall set the child support subfield as 1. It shall also set the relay subfield as 1 if it is capable of relaying packets for other mesh devices. 

When an MC tries to build a tree topology network and announces this desire in its beacons, its neighbor MPNCs may join the tree by sending a tree association request command frame to the MC. The descendant number subfield of the frame may be set as 0x00 if an associating MPNC is not clear how many descendants it will have. The MPNC may also put an expected number of descendants in this subfield.   
When receiving a tree association request command frame from a neighbor MPNC, the MC has to decide whether it can support the MPNC, as well as the existing or potential descendants of the MPNC. After the MC makes its mind, it shall send a tree association response command frame back to the MPNC to indicate whether it can accept this MPNC as a child, and whether it is ready to assign a TREEID block to this MPNC. At the initial tree formation stage, since the MC is not aware of the panorama of the tree. It may accept the MPNC as a child, but unset the TREEID available flag in the association status subfield to delay the TREEID assignment to a later stage. The MC shall add the newly adopted child to its tree table. The child MPNC, once receiving the positive response from the MC, shall add its new parent to its tree table. The entry format of the tree table is shown in Table 8. 
Table 8 ― Tree table entry format

	Field name
	Field type
	Valid range
	Description

	Neighbor table index
	Integar
	0x00 – 0xFF
	The corresponding entry index of the neighbor in neighbor table

	Child support
	Boolean
	TRUE or FALSE
	TRUE: support child

FALSE: do not support child

	Parent/Child
	Boolean
	TRUE or FALSE
	TRUE: Parent

FALSE: Child

	TREEID
	Integar
	0x0000 – 0xFFFF
	TREEID of the neighbor

	TREEID block size
	Integar
	0x0000 – 0xFFFF
	TREEID block size (valid only for child MPNC)


After an MPNC joins a mesh network, it shall include a mesh capacity IE in its beacons. If the MPNC joins a tree, it shall set the mesh topology subfield of the mesh capacity IE as 00. If the MPNC wants to include more devices in the mesh as its children, it shall set the child support subfield as 1. It shall also set the relay subfield as 1 if it is capable of relaying packets for other mesh devices. If the MPNC can accept new children, its neighbor MPNCs may request to join the tree by sending a tree association request command frame to it, and it shall reply with a tree association response command frame to notify the neighbors whether it can take them into the tree. 

When an MPNC receives beacons from two or more tree members, and all of them are willing to accept new children, it may select the one, which has the smallest route cost to MC, as its parent. 
9.2 TREEID assignment

After a tree is formed to connnect all MPNCs within the mesh, the MC may collect the tree topology information and assign TREEIDs accordingly.

The MC initiates the TREEID assignment process by creating a tree topology discovery command frame and broadcasting the frame to its children. The transmission method of this frame shall be set as tree broadcast to ensure that only the children of the MC accept and process this frame. The destination MDEVID and destination DEVID subfields of the frame shall be set as BcstID. The source MDEVID and source DEVID subfields of the frame shall be set as the identities of the MC. 
When an MPNC in a tree network receives a tree topology discovery command frame from its parent, it shall forward the frame to its children, if it does have some. If the MPNC does not have any child, it shall create a tree topology update command frame and send the frame to its parent. The terminator MDEVID of the frame shall be set the same as the initiator MDEVID of the tree topology discovery frame. The descendant number subfield of the frame may be set as 0 if the MPNC is not clear how many descendants it will have. It may also put an expected number of descendants in this subfield. 
After an MPNC forwards the tree topology discovery frame to its children, it waits for the tree topology update frames from all the children. Once it receives these frames, it creates its own topology update command frame and sends the frame to its parent. The terminator MDEVID of the topology update frame shall be set the same as the initiator MDEVID of the topology discovery frame. The MPNC may derive the value of the descendant number subfield by using the following formular:
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The MC maintains a TREEID pool. It first assigns single TREEIDs to those children who cannot support any child; and then, it reserves 
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 TREEIDs for future descendants; lastly, it divides the remaining TREEIDs among the children which have descendants or can support descendants. The MC may divide the TREEIDs based on the descendant ratios of these children. Each of these childen is assigned a TREEID block which contains its own TREEID and the TREEIDs of its existing and potential descendants.
The MC shall record the TREEID assignment in its tree table, and send a TREEID assignment command frame to each child to notify the assigned TREEID and TREEID block. 
When an MPNC receives a TREEID block allocated from its parent, it devides the TREEID block among its children in the same way as MC does. The MPNC shall record its parent TREEID, as well as its children’s TREEIDs and TREEID blocks in its tree table. It shall also send a TREEID assignment frame to each child to notify the assigned TREEID and TREEID block. Eventually, every MPNC in the tree network can obtain its TREEID and TREEID block from its parent. Figure 26 shows an example of TREEID assignment in a tree topology network.
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Figure 26 ― TREEID assignment example

Once an MPNC sets aside a TREEID pool for future descendants, it can assign TREEIDs from this pool to newly joined children. The MPNC may set the TREEID available flag in the associate response command frame, so that the child can request its TREEID and TREEID block by sending a tree topology update command frame to the parent MPNC. The parent MPNC shall response with a TREEID assignment frame with the allocated TREEID and TREEID block. If the TREEID pool of the parent MPNC is not large enough to support the new child and its descendants. The parent MPNC may send a tree topology update command frame to its own parent to request a TREEID reassignment. 
If an MPNC cannot get contact with its parent for a long period, it may select a new parent from its neighbor MPNCs and try to associate with the new parent. If the new parent reserves a large TREEID pool, which can accommodate the MPNC and all its descendants, the MPNC can obtain its new TREEID block from the new parent immediately. The MPNC shall divide the new TREEID block among its children, and its children do the same thing among their own children. Eventually, all descendants of the MPNC obtain their new TREEIDs and TREEID blocks. If the neighbors of the MPNC cannot support the MPNC and its descendants, the MPNC may disassociate its children and let the children find their new parents. In order to disassociate a child, an MPNC shall send a tree disassociation command frame to the child and the child replies with a tree disassociation confirmation frame. Both devices shall delete the record of each other from their tree tables.
One or more MPNCs may serve as address server to store the address mapping table of all MPNCs. An address server may periodically broadcast a server notification command frame to the whole mesh to announce its existence. When a new device joins a tree, it may check the association response frame from its parent to see whether an address server is available. If there is an address server in the mesh, the new device may send a server inquiry command frame to its parent, and its parent responses with a server notification command frame which carries the identities of the address server. Every MPNC shall update the address server with its new identities by sending an address update command frame to the address server.
9.3 Routing

When a DEV wants to send a packet to a destination outside its PAN, it shall always forward the packet to its MPNC, which is called source MPNC, via intra-PAN communication. The source MPNC shall deliver the packet to the MPNC of the destination PAN, which is called destination MPNC, by using mesh routing methods described in this section. If the destination is a DEV, the destination MPNC shall forward the packet to the DEV via intra-PAN communication. This section only describes the communication process between source MPNC and destination MPNC.
9.3.1 Local routing

When a source MPNC finds that the destination MPNC is one of its neighbors, it shall forward the packet to the destination MPNC directly. If the destination MPNC is not its direct neighbor, it may check whether one of its neighbor MPNCs can reach the destination MPNC. If the destination MPNC can be reached through a neighbor MPNC, the source MPNC may forward the packet to this neighbor MPNC. In all other cases, the source MPNC shall route the packet by using one of the remote routing methods specified in the following section.
When a source MPNC wants to deliver a packet by using local routing, it shall set the transmission method of the packet (in the mesh frame control subfield) as 010. 

9.3.2 Remote routing

9.3.2.1 Proactive route establishment

Distinguished devices, such as gateways, address servers, and topology servers, usually communicate frequently with other devices. They may periodically broadcast a route discovery command frame to the whole mesh to enable MPNCs to establish routing entries for them. The initiator MDEVID of the route discovery frame shall be set as the identities of the frame originator. The terminator MDEVID and the route destination MDEVID subfields shall be set as the BcstID. The route cost subfield shall be set as 0. 

Each MPNC shall maintain a routing table and a route discovery table. The formats of the routing table entry and the route discovery table entry are shown in Table 9 and Table 10, respectively. When an MPNC receives a route discovery frame with the terminator and route destination MDEVIDs set as BcstID, it first updates the route cost field of the frame by adding the cost of the link between it and the frame transmitter. And then, it checks the initiator MDEVID against its routing entry. If it already has a routing entry for the frame initiator, it shall update the entry if the route cost in the route discovery frame is less than that in the routing entry. After that, it checks the frame against the record in the route discovery table. If it receives the frame for the first time, it shall record the frame in the route discovery table and rebroadcast this frame. Otherwise, it shall reboadcast this frame only if its routing entry is updated by this frame. 
Table 9 ― Routing table entry format

	Field name
	Field type
	Valid range
	Description

	Destination MDEVID
	Integar
	0x00 – 0xFF
	The MDEVID of destination MPNC

	Next-hop MDEVID
	Integar
	0x00 – 0xFF
	The MDEVID of next-hop MPNC

	Status
	Integar
	0x00 – 0xFF
	The status of this entry

	Route cost
	Integar
	0x00 – 0xFF
	The route cost to the destination MPNC

	Expiration time
	Integar
	0x0000 – 0xFFFF
	The expiration time of this entry


Table 10 ― Route discovery table entry format

	Field name
	Field type
	Valid range
	Description

	Initiator MDEVID
	Integar
	0x00 – 0xFF
	The MDEVID of source MPNC

	Sequence num
	Integar
	0x0000 – 0xFFFF
	The sequence number of the route discovery frame

	Expiration time
	Integar
	0x0000 – 0xFFFF
	The expiration time of this entry


To reduce packet collisions and broadcast overhead, an MPNC may backoff a random period before rebroadcasting a route discovery frame. The scale of the random value may be set to be proportional to the route cost value.
AN MPNC with two-hop neighbor information may calculate a minimum neighbor set, through which it can reach all two-hop neighbors. When the MPNC broadcasts a packet out, only the neighbors in the minimum neighbor set need to relay the packet. 

9.3.2.2 Tree routing

The tree structure and TREEID assignment method enable MPNCs to route packets based on their TREEID block information and their children’s TREEID block information. 
When a source MPNC wants to deliver a packet by using tree routing, it shall set the transmission method of the packet (in the mesh frame control subfield) as 011. It shall also put the TREEID of the destination MPNC and its own TREEID in the routing assistant field of the mesh header. 

To conduct tree routing, an MPNC first checks whether the TREEID of the destination MPNC falls into its own TREEID block. If not, it shall forward the packet to its parent. Otherwise, it checks whether the TREEID of the destination MPNC falls into one of its children’s TREEID blocks. If, for example, the TREEID of the destination MPNC falls into child 
[image: image13.wmf]i

’s TREEID block, the device shall forward the packet to child 
[image: image14.wmf]i

. 
Figure 27 shows an example of tree routing. In this example, device 7 wants to send a packet to device 19. Device 7 checks its TREEID block and finds device 19 does not fall into its TREEID block. So device 7 forwards the packet to its parent — device 2.  Device 2 also finds that device 19 does not fall into its TREEID block. So device 2 forwards the packet to its parent — device 0. Device 0 finds that device 19 falls into the TREEID block of device 17, one of its children. So it forwards the packet to device 17. Finally device 17 forwards to the packet to device 19.
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Figure 27 ― Tree routing example

9.3.2.3 Centralized routing
9.3.2.3.1 Topology server
One or more MPNCs may serve as topology server to store link state information of all MPNCs. A topology server may broadcast a server notification command frame to the whole mesh to announce its existence. When a new device joins a tree, it may check the association response frame from its parent to see whether a topology server is available. If there is a topology server in the mesh, the new device may send a server inquiry command frame to its parent, and its parent responses with a server notification command frame which carries the identities of the topology server. When a topology server is available in the mesh network, all MPNCs shall register their link states at the topology server. A MPNC shall register its link state by sending a link state registration command frame to the topology server. Whenever there is a big chang in its link state, a MPNC shall send a link state registration command frame to the topology server to update its information.
9.3.2.3.2 Reactive route calculation

Since a topology server maintains link state information of all MPNCs, it can calculate the optimal path between any source-destination pair, by using, such as, Dijkstra’s algorithm. A source MPNC thereby can seek the help from a topology server to locate the optimal route toward a desired destination.
A source MPNC may initiate a centralized routing process by sending a route discovery command frame to a topology server. The initiator MDEVID subfield of the frame shall be set as the identity of the source MPNC. The route destination MDEVID subfield of the frame shall be set as the identity of the destination MPNC. The terminator MDEVID subfield shall be set as the identity of the topology server. If the source MPNC has a routing entry for the topology server, it may send the frame to the topology server by consulting the routing entry. Otherwise, the source MPNC may send the frame by using tree routing. When an intermediate MPNC receives a unicast route discovery frame destined for a topology server, it may simply relay the frame, without creating or updating route discovery and routing entries.

Once the topology server receives the route discovery frame, it calculates the optimal route between the source and destination MPNCs, and creates a route notification command frame to carry the calculation result. The topology server shall include a relay list in the route notification frame to specify the identities of each relay, as well as the route cost from each relay to the destination MPNC. If the topology server has a routing entry for the destination MPNC, it may send the route notification frame to the destination MPNC by consulting the routing entry. Otherwise, it may send the frame to the destination MPNC by using tree routing.
When the destination MPNC receives the route noticiation frame, it shall check the route source MDEVID against its routing table. If it already has a routing entry for the source MPNC, it shall update the routing entry by consulting the relay list of the route notification frame. If it does not have a routing entry for the source MPNC, it shall create one. And then, the destination MPNC shall create a route formation command frame, and send the frame to the source MPNC along the newly derived route. The destination MPNC shall copy the relay list from the route nitification frame to the route formation frame, and put the identity of the source MPNC and its own identity in the terminator MDEVID and initiator MDEVID subfields, respectively. The route formation frame is delivered to the next-hop relay according to the newly created/updated routing entry for the source MPNC.
When an MPNC receives a route formation command frame, it shall check the source and destination MPNCs against its routing table. If it already has routing entries for the source and destination MPNCs, it shall update the routing entries by consulting the relay list of the route formation frame. If it does not have routing entries for the source and destination MPNCs, it shall create new entries for them. The MPNC shall forward the route formation frame to the next-hop relay according to the newly created/updated routing entry for the source MPNC. 
When the source MPNC receives the route formation command frame, it shall create a routing entry for the destination MPNC by consulting the relay list of the route formation frame. After it creates the entry, it may begin to deliver data packets along the newly formed route. Figure 28 shows an example of the centralized routing.
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Figure 28 ― Centralized routing example
9.3.2.4 Location-based routing

High-rate UWB PHY enables devices to conduct accurate range measurement. Based on the range information between each device pair, a coordinate system can be established to cover the whole mesh. Each device can derive its virtual location by referring to the coordinate system. By knowing the destination’s location, its own location, and its neighbors’ locations, a device can derive the proper next-hop relay toward the destination.

If location information is available, a source MPNC may set the packet transmission method as location-based routing, and put the location of the destination MPNC as well as its own location in the routing assistant field. 
To conduct location-based routing, an MPNC calculates the distance between the destination MPNC and each of its neighbor MPNCs. The neighbor closest to the destination MPNC is chosen as the next forwarding device. 

9.3.2.5 Distributed routing

If none of the aforementioned routing schemes is applicable, a source MPNC may broadcast a route discovery frame to the whole mesh network to find an optimal route to the desired destination. The initiator MDEVID subfield of the frame shall be set as the identity of the source MPNC. The route destination MDEVID subfield and the terminator MDEVID subfield of the frame shall be set as the identity of the destination MPNC. The route cost subfield shall be set as 0. 

When an MPNC receives a broadcast route discovery frame, it first updates the route cost field of the frame by adding the cost of the link between it and the frame transmitter. And then, it checks the frame initiator against its routing entry. If it already has a routing entry for the frame initiator, it shall update the entry if the route cost in the route discovery frame is less than that in the routing entry. After that, it checks the frame against the record in the route discovery table. If it is not the terminator of the frame and it receives the frame for the first time, it shall record the frame in the route discovery table and rebroadcast the frame. If it is not the terminator of the frame and it receives the frame before, it shall rebroadcast the frame only if its routing entry is updated by this frame. If the MPNC is the terminator of the frame, and its routing entry is updated by this frame, it shall create a route formation command frame and send the frame to the source MPNC. The initiator MDEVID of the frame shall be set as the identity of the destination MPNC, and the terminator MDEVID of the frame shall be set as the identity of the source MPNC. The relay list of the frame shall be set as an empty list. The route cost subfield of the frame shall be set as the cost of the link between the last-hop relay and the destination MPNC.
When an MPNC receives a route formation frame with an empty relay list, it shall first check the initiator MDEVID against its routing table. If it does not have a routing entry for the destination MPNC, it shall create one. If it already has a routing entry for the destination MPNC, it shall update the entry. And then, the MPNC shall update the route cost subfield of the route formation frame by adding the cost of the link between the next-hop relay and itself. After that, the MPNC shall forward the route formation frame to the next-hop relay by consulting the routing entry for the source MPNC. 
When the source MPNC receives the route formation command frame, it shall create a routing entry for the destination MPNC, and begin to deliver data packets along the newly formed route. 

9.3.2.6 Mesh service enhancements

9.3.2.6.1 Solution to single point of failure problem

In order to solve the single point of failure problem, an extra topology server may be established as the backup of the main server. The main server shall synchronize its topology knowledge with the backup server by forwarding the link state registration command frames to the backup server. Once the main server fails, the neighbors of the main server shall forward all link state registration frames and route discovery frames to the backup server.

The neighbors of the MC may establish alternative routes to reach each other without relying on the MC.   Once the MC fails, its neighbors can route traffic around the MC, and maintain the operation of tree routing. 
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Figure 29 ― Solution to single point of failure

9.3.2.6.2 Partial topology server

If a topology server cannot accommodate the whole network topology, it may maintain only the topology around the root area, i.e. the top portion of the tree. This area is called server coverage area (SCA). The topology server may help devices within the SCA establish optimal routes between each other. It may also optimize the portion of a tree route lying within the SCA. 
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Figure 30 ― Partial topology server

Figure 30 shows an example of the partial topology server. Because of the limited capacity, the topology server R can only cover the nodes from depth 0 to depth 
[image: image19.wmf]l

. Node R can help nodes A, B, E, and F establish optimal routes among themselves; however, it cannot derive the optimal route between node S and node D. When node S delivers a packet to node D, it has to use the tree route first. Once the packet hits a node within the SCA, such as node E in this example, node E can serve as the agent of the original source S and seek helps from R to derive a shortcut to reach node D. Node R finds that, within the SCA, node F is the nearest ascendant of node D, so it calculates an optimal route between E and F. Node R then sends a route notification frame to node D with the shortcut information, and node D sends a route formation frame to node E to establish routing entries along the shortcut. 

9.3.2.6.3 Multiple topology servers

If multiple devices can act as topology servers, the network can be partitioned into several subtrees. Each subtree is assigned a local topology server. Communications within a subtree can be handled by the local topology server. 

A central topology server is also named to manage the communications among different subtrees. The central topology server can help the roots of different subtrees establish shortcuts to connect each other. 

Figure 31 shows an example of multiple topology servers. Node A, B, C, and D are the local topology servers of four subtrees. Node R is the central server covering the top portions of the four subtrees. Route A-C-F-D is an inter-tree shortcut derived by R.
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Figure 31 ― Multiple topology servers

Annex A: IEEE 802.15.3/3b MAC Layer Changes
A.1 Introduction
This annex describes the recommended changes in IEEE 802.15.3 and IEEE 802.15.3b MAC required in order to support the mesh networking protocol described in this specification. The sub-sections in this annex are in-line with the chapters in the IEEE 802.15.3/3b standards to provide implementors easy cross-reference between these documents.

A.2 References

 [1] IEEE P802.15.3 Standard: Wireless Medium Access Control (MAC) and Physical Layer (PHY) Specifications for High Rate Wireless Personal Area Networks (WPANs), Sep. 2003.

A.3 Definitions
Group Member (GM) – a node participating a multicast group

On-Tree Router (OnTR) – a node on the multicast tree but not a GM

Group Coordinator (GC) – the top level GM or OnTR of a specific multicast group (sub-tree root). It sets the upper bound of the multicast tree.

Tree Coordinator (TC) – the root of the logic tree of the network. It keeps information of all multicast groups in the network so that it always knows from which child(ren) it can reach the multicast tree for a specific group.

Off-Tree Router (OffTR) – a node which is the GC’s direct ancestor (including TC). This node is not on the multicast tree but it knows from which child it can reach the multicast tree.

A.4 Acronyms and abbreviations

Add the following acronyms:

MPNC
Mesh Capable PNC
MDEV
Mesh Capable DEV
BAT:
Adaptive Block Addressing Table

LST:
Link State Table

TTL:
Time To Live

GM 
Group Member

OnTR
On-Tree Router

GC 
Group Coordinator

TC
Tree Coordinator

OffTR
Off-Tree Router

MTT 
Multicast Transaction Table

MTR 
Multicast Transaction Record
JREQ 
Joining REQuest

JREP 
Joining REPly

LREQ
Leaving REQuest

LREP
Leaving REPly

GCUD
GC UpDate

GDIS
Group DISmiss

A.5 General Description
Append the following sections after section 5.4.2:

A.5.5 Mesh WPAN introduction 

A.5.5.1 What is a Mesh WPAN?

A mesh WPAN is a PAN that employs one of two connection arrangements, full mesh topology or partial mesh topology. In the full mesh topology, each node is connected directly to each of the others. In the partial mesh topology, each node is connected directly to at least one other node, and there exists a path of direct connections from each node to each other node.

Mesh networks have the capability to provide:

a) Extension of network coverage without increasing transmit power or receive sensitivity

b) Enhanced reliability via route redundancy

c) Easier network configuration

d) Longer device battery life due to fewer retransmissions

A Mesh WPAN is distinguished from a WPAN in that a direct communication among participating devices in the network is not always possible or not possible at all despite the small covered area. Broken links in an WPAN can occur due to the combination of low transmission power and persistent interference or the attenuation by barriers like walls, doors, tables etc. Depending on the used PHY, theses attenuations can have a severe effect on the link performance, which can be canceled by the mesh infrastructure.

This recommend practice defines a MAC service and protocol corresponding to the MAC sublayer of the standard ISO/OSI-IEEE 802 reference model.

It presents mechanisms that provide interoperable, stable, and scaleable wireless mesh networking for WPANs.

A.5.5.1.1 Problems in Mesh WPAN (informative)

NOTE—The section 5.1.1, Problems in Mesh WPAN, has informative character only, it can be expected that this section is deleted later.

The many of the common problems found in single-hop wireless networks are increased exponentially in mesh networks where multi-hop communication and thus forwarding of messages is used. The following section gives a short overview which challenges a typical mesh MAC sublayer has to solve for an efficient operation.

A.5.5.1.1.2 Hidden Node Problem

The hidden node problem results from the inability of the transmitter to estimate the current SINR at a receiver: During an existing transmission, another (more distant) transmitter initiates another transmission to an (unoccupied) receiver near the first receiver, as (due to the distance) it does not recognize the first transmission. Therefore, the SINR becomes too low at both receivers, both transmissions fail. This problem can only occur if large (larger than the communication range) distances are between the devices, as it is common in mesh networks.

A.5.5.1.1.3 Exposed Node Problem

Exposed nodes are complementary to hidden nodes: Due to attenuating obstacles (like walls, floors etc), two or more simultaneous transmissions would be possible, but they do not take place because the transmitter assume that they would interfere with the first transmission. This causes the wireless medium to be underutilized, a more ‘eager’ channel access mechanism is needed to solve to exposed node problem – unless it does not worsen the hidden node problem.

In fact, it has been shown that mesh networks are not scaleable if no intelligent carrier sense mechanism is used which uses attenuating obstacles for concurrent transmissions.

A.5.5.1.1.4 Information Dissemination

As it was already mentioned, the distance between any transmitter and receiver is limited to provide minimum signal strength at the receiver. It can thus be assumed that events that occur at a single device which are important for the whole mesh network need several transmissions to reach all participants. Although efficient methods for message broadcasts should be supplied to the Mesh MAC, the protocol itself should not rely on a centralized structure where all decisions are done in a single entity and then distributed to all devices. To enhance the network reliability, as many decisions as possible should be done in a bounded neighborhood, so that a central point of failure is avoided.

A.5.5.1.1.5 Problems special to 802.15.5 Mesh Networks

As IEEE 802.15.5 defines amendments for mesh networking in WPANs, special problems have to be taken into account.

A crucial difference of WPANs from other wireless networks is the assumption that devices are small and thus the power consumption is restricted severely if the device is currently not connected to a power supply. A mesh WPAN MAC should be able to differentiate between power sensible and connected devices and assign different functions (e.g. packet forwarding) to them, so that the power sensible device is able to safe power and participate in the network as long as possible.

Another issue is the existence of non-mesh enabled IEEE 802.15.3 devices in the same area of the mesh network. Mechanisms are needed that handle the coexistence of those devices with mesh-enabled devices, so that the mesh network is still functional and single-hop transmissions from/to the 802.15.3 devices are possible.

If those mechanisms do not allow a reduction of the general coexistence problem to the coexistence problem addressed in 802.15.3, further considerations have to be taken into account about IEEE 802.15.x networks.

A.5.5.2 Features assumed from Single-Hop MAC

This recommended practice assumes an existing single-hop MAC with a master/slave structure. IEEE 802.15.3b is the reference candidate for this MAC. In the following, we describe the features that we assume to be already given by this MAC.

Any device participating in a mesh network shall be one of the device types in Table 1a.

Table 11a—Possible device types

	Device Type
	Mandatory Functionality

	Legacy DEV
	· Association to Legacy PNC and Mesh-PNC

· Data transmission to/from any DEV in piconet and to/from the PNC

· Follow the channel reservation rules

	Legacy PNC
	· Start of piconet

· Data transmission to/from any DEV in piconet

· Coexistence of other piconets using neighbor/parent/child mechanisms

	Mesh-DEV
	· Transmission of packets using 4-address format (rx,tx,dest,src)

	Mesh-PNC
	· Beacon transmission according to distributed beaconing

· Reservation negotiation among neighboring Mesh-PNCs for data transmission

· Forwarding of 4-address data packets to next hop

· Routing algorithm to enrich forwarding table

	Light-Mesh-PNC
	· Beacon transmission according to distributed beaconing

· Reservation negotiation

· No forwarding of other’s PNCs data packets ( Only source or sink of data

· No association of DEVs or Mesh-DEVs possible


A.5.6 Mesh Networking Capability Extension

In addition to the MAC functionalities supported by the basic 802.15.3 MAC as described in section 5.3, the 802.15.3 MAC also allows for extension to support mesh network capabilities.

A.5.6.1 Components of an 802.15.3 Mesh Enabled piconet

An 802.15.3 Mesh Enabled piconet consists of several components, as shown in Figure 2a. In addition to the PNC and DEV component of a basic 802.15.3 piconet as described in section 5.2, a Mesh enabled may be consists of a mesh enabled PNC (MPNC) and/or mesh enabled DEV (MDEV). 
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Figure 2a – 802.15.3 Mesh piconet elements
A.5.6.2 Starting a mesh enabled piconet

To start a mesh enabled 802.15.3 piconet, a DEV that is capable of both acting as the PNC and supporting mesh networking functionalities scans the available channels to access the channel condition. Upon selecting the desired channel to start a mesh enabled piconet, the DEV shall start the mesh enabled piconet by sending the beacon using the procedure described in 8.2.2.2. If the channel condition is such that the DEV is unable to start a mesh enabled piconet, the DEV has the option of assuming a mesh enabled DEV (MDEV) if an MPNC is available, or, to assume the role of a non-mesh enabled 802.15.3 device. In the case that the DEV chooses to assume the role as a non-mesh enabled 802.15.3 device, it shall either associates with a PNC if it is available or attempt to start its own 802.15.3 piconet as described in 5.3.1.1.

A.5.6.3 The mesh enabled 802.15.3 superframe

Timing in the 802.15.3 mesh enabled piconet is based on the basic 802.15.3 piconet described in section 5.3.5. To support for simultaneously operating mesh-enabled piconet, multiple MPNCs that are operating within the same operating space shall be able to allocate channel time to perform beacon broadcast, as well as to provide CAP or CTAs. Figure 2b illustrates one example of how 2 MPNCs operating within the same operating space may allocate medium access time for beacon transmission, CAP and CTAs. If there is no non-mesh enabled 802.15.3 PNC in the operating space, MPNCs are allowed to share the entire channel time by allocating medium access time in a distributed way. However, if a non-mesh enabled 802.15.3 PNC in the operating space, the channel time allocations are to be designated by the PNC. This is to remain compatible with legacy 802.15.3 PNC that assumes full channel time ownership. The procedure to allocate medium access time is described in further details in section A.8.5.
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Figure 2b – Mesh enabled 802.15.3 piconet superframe

To provide for shorter addressing medium access time allocations, the time within a superframe may optionally be partitioned into medium access slots (MASs). In this way, medium time allocation can be addressed using MAS slot number instead of using relative time offset (in microseconds) from superframe start time. If MPNC chooses to partition the superframe into MASs, it shall ensure that the MAS slot boundary in its superframe is aligned with the MAS slot boundary of other mesh enabled piconets which is operating within the same operating space. The procedure to align MAS slot boundary is described in section A.8.6.6.
A.6 Layer management

A.6.1 Overview of management model

Change the first and second paragraph as shown:

Both MAC and PHY layers conceptually include management entities, called the MAC sublayer management entity and PHY layer management entity (MLME and PLME, respectively). These entities provide the layer management service interfaces for the layer management functions. Figure 3a depicts the relationship among the management entities to support mesh networking capabilities.
In order to provide correct MAC operation, a device management entity (DME) should be present within

each DEV. The DME is a layer-independent entity that may be viewed as residing in a separate management plane or as residing off to the side. The exact functionality of the DME is not specified in this standard, but in general this entity may be viewed as being responsible for such functions as the gathering of layer-dependent status from the various layer management entities, and similarly setting the value of layer-specific parameters. The DME typically performs such functions on behalf of the general system management entities and implements standard management protocols. Figure 3 depicts the relationship among the management entities.

Replace Figure 3 with the figure below:
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Figure 3a – The reference model used in this standard

A.7 Frame formats
A.7.2 Format of individual frame types

A.7.5 MAC command types
Append the following command types to Table 50: 
	Command type

hex value

b15-b0
	Command name
	Subclause
	Associated
	Secure membership 

(if required)

	0x0020
	Alien MPNC announcement
	7.5.11.1
	
	

	
	
	
	
	


Append the following sections after section 7.5.10:
A.7.5.11 Mesh Networking Command types

A.7.5.11.1 Alien MPNC announcement
The Alien MPNC announcement is used by an MPNC to inform its presence to another MPNC that it determined to be unaware of its presence. The Alien MPNC announcement command shall be formatted as illustrated in Figure 90e.
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Figure 90e – Alien MPNC announcement command format

A.8 MAC functional description

A.8.2 Starting, maintaining and stopping piconets

A.8.2.1 Scanning through channels

Add the following paragraph after the fourth paragraph:
If a beacon frame is received, the DEV shall determine from the information contained in the beacon frame whether the beacon frame is broadcasted by a PNC or an MPNC.

A.8.2.2 Starting a piconet

Add the following section after second paragraph:

A.8.2.2.1 Starting a normal 802.15.3 piconet

Move the rest of the section 8.2.2 after second paragraph onwards into this section
A.8.2.2.2 Starting a mesh 802.15.3 piconet

To maintain backward compatibility to normal 802.15.3 piconets, the procedure to start a mesh 802.15.3 piconet depends on the previous scan results.

If there is no PNC or MPNC found in scan procedure: Simply start MPNC by allocating medium access time required for beacon frame transmission and CAP/MCTA if necessary. Beacon transmission will be the same as that of described in section A.8.2.2.1.

If there is a PNC found in the scan procedure, MPNC shall remain compatible to 802.15.3 piconet operating procedure by first associating with the 802.15.3 PNC and request for pseudo-static CTA. Once the pseudo-static CTA is allocated, MPNC may perform beacon transmission within this CTA. In addition, MPNC may request for further pseudo-static CTA to provide for CTA allocations within it Mesh network. Instead of associating with PNC, a DEV wanting to be an MPNC in the presence of a PNC may alternatively chooses to change its operating channel to one that is not used by any PNC. In that case, the procedure described above in the second paragraph of this section shall be used.

In the case where only MPNC(s) are found, the DEV wanting to be an MPNC shall first synchronize its slot boundary with the existing MPNCs. It is anticipated that a stable network consisting multiple MPNCs should already have a common slot boundary. However, if the existing MPNCs have not yet synchronized to a common slot boundary yet, the DEV shall select a reference MPNC to synchronize to using the procedure described in section A.8.6.6. 

After the DEV has synchronized its slot boundary to a reference MPNC, it shall first perform an announcement procedure described in section 8.11.3 to make known of its intention to start a Mesh piconet. Upon successful completion of the announcement procedure, if mBPMergable attribute of the reference MPNC is set to true, the reference MPNC shall shift the contention period such that the there is sufficient free medium access time for the new MPNC to transmit beacon frame before the contention period. Consecutive beacon slots formed in this manner is called a Beacon Period (BP) as a whole. A BP can contain up to a maximum of mMaxBPLength beacon slots. The above procedure is illustrated in Figure 93a below.
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Figure 93a
If the new MPNC requires dedicated contention period for its piconet’s use only, indicated by the mExclusiveContentionPeriod attribute, it shall set up a dedicated contention period as illustrated in Figure 93b below.
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Figure 93b
If the mMaxBPLength limit is reached, or that mBPMergable of the reference MPNC is set to false, the contention period of the reference MPNC shall not be shifted. In this case, the new MPNC shall attempt to use the first available medium access time immediately following contention period of the reference MPNC. This is illustrated in Figure 93c below.
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Figure 93c
A.8.5 Channel time management

Change the following section:
Channel time management in an 802.15.3 Mesh Network involves:

· The creation, modification and termination of isochronous data streams between

· Two or mode (M)DEVs in a piconet (intra-piconet reservation)

· A (M)DEV and an MPNC (intra-piconet reservation)

· Two MPNCs in the mesh network (inter-piconet reservation)

· The reservation and termination of asynchronous channel time for the exchange of asynchronous data between

· Two or more (M)DEVs in a piconet

· A (M)DEV and an MPNC
· Two MPNCs in the mesh network.

A (M)DEV may support one or more streams depending upon the application it is designed to support. A MPNC needs to support as many isochronous streams as it desires to source and sink.

The following sections describe the methods of the reservation and termination of channel time for piconet related traffic, i.e. between two or more (M)DEVs or between an (M)DEV and an MPNC.

Section A.8.5.3 then describes the methods of the reservation and termination of channel time for mesh traffic, i.e. the traffic between two MPNCs.

A.8.5.1 Isochronous stream management

Add the following text before section 8.5.1.1:

During the creation of an isochronous stream, the MPNC shall respect the information on the reservations of neighboring MPNCs and their piconets. A concurrent reservation is only possible if the estimated SINR conditions for the existing reservations are sufficient. Furthermore, a neighboring MPNC may object to a new reservation using a Channel Time Response command.
Add the following text after chapter 8.5.2:

A.8.5.3 Isochronous stream management for mesh traffic between MPNCs

Creating, modifying and terminating isochronous streams between two MPNCs in a mesh network is the root functionality of any WPAN mesh network. It is accomplished via negotiation between the source MPNC, called here S-MPNC, and the destination MPNC, called D-MPNC. The negotiation is always initiated by the S-MPNC, it is concluded by the D-MPNC. Furthermore, the neighboring MPNCs from the S-MPNC and the D-MPNC leviate the task of finding an interference-free transmission time and have the possibility to object to a reservation if they recognize possible collisions.

There are two possible ways to negotiate a reservation between the S-MPNC and the D-MPNC: Explicit and implicit. For explicit negotiation, the S-MPNC and the D-MPNC use the Channel Time Request and Channel Time Response command frames, as described in 7.5.6.1 and 7.5.6.2. An implicit negotiation the two MPNC use the corresponding CTR_req and CTR_rsp information elements which are transmitted in their beacon.

An MPNC shall not try to reserve any medium time which is indicated as reserved for reception or transmission from a neighbor of this MPNC, or for a beacon transmission. Furthermore, an MPNC is only allowed to reserve medium time, which is indicated as occupied by an MPNC from the two- or three hop neighborhood, if the expected new interference which is created for the existing transmission is small enough to continue the transmission.

For reservations for intra piconet traffic, there is no negotiation with neighbors. AN MPNC includes the requested channel time in its beacon as already negotiated; the neighboring MPNCs are allowed to object to this reservation.

A.8.5.3.1 Negotiation

Negotiation of an isochronous stream reservation begins with the transmission of a CTR request command frame by the S-MPNC or the inclusion of a CTR request information element in the beacon of the S-MPNC. The following parameter values are set:

· Target ID List field is set to the ID with which the S-MPNC is requesting a new stream

· Stream Index field is set to the unsassigned strean value, as described in 7.2.5.

· Stream Request ID field is set to a unique value between 1 and 255 for the duration of the negotiation.

· Priority field is set to a value between 0b011 and 0b110 as defined in Figure 74.

· All the other CRT command parameters are set to appropriate values as defined in 7.5.6.1.

A S-MPNC shall not transmit frames within the reserved time unless it and the D-MPNCs include the reservation information in their most-recently transmitted beacon.

On the reception of a CTR request by the D-MPNC from the S-MPNC, the D-MPNC shall check its internal information, which is gathered by the information elements transmitted from its neighbors and its own existing reservations, whether the start of the indicated reservation is admittable. If yes, it shall respond using the same explicit or implicit negotiation method as used by the S-MPNC, i.e. it transmits a Channel Time Response command frame or it includes a Channel Time Response information element into its beacon, as described in 7.5.6.2. The following values shall be set:

· The Stream Index field is set to an unused value other than the asynchronous stream index to indicate that the isochronous stream has been allocated channel time.

· The Available Number of TUs field is set to a value greater than or equal to the Minimum Number Of TUs and less than or equal to the Desired Number Of TUs requested.

· The Reason Code field is set to ‘success’.

If the reservation is not admittable, the D-MPNC shall transmit a Channel Time Response command frame or it includes a Channel Time Response IE into its beacon, as described in 7.5.6.2. In contrast to the acknowledgement, the reason code field shall be set to ‘Request Denied’.

A.8.5.3.2 Implicit Negotiation Specials

An MPNCs shall parse all beacons received from neighbors for CTR request IE(s) whose Target ID matches the MPNC’s ID. From this initial selection, the MPNC shall process the CTR request in the same way as a CTR request command frame.

To start an implicit negotiation, a S-MPNC shall include a CTR request IE that describes the requested channel time in its beacon. The S-MPNC shall continue to include this IE for at least mMaxLostBeacons consecutive superframes or until a response is received.

On reception of a CTR request IE in a beacon, the D-MPNC shall include a CTR response IE in its beacon no later than the next Superframe, with fields as described in 8.5.3.1. If it is not possible to fulfill the indicated reservation, the D-MPNC shall include a CTR response IE with the fields as described in 8.5.3.1 Furthermore, the D-MPNC shall include a CTR Availability indication IE in its beacon.

A.8.5.3.3 Negotiation conclusion

To conclude (explicit and implicit) negotiation, both the S-MPNC and the D-MPNC shall include the reservation information using the CTA Status IE, as described in 7.4.10, in their beacons and thus inform their neighboring MPNCs about the further transmissions. Previous to this, neither the S-MPNC nor the D-MPNC shall transmit any frame during the reserved time. The CTA Status IE shall be included in each beacon of the S-MPNC and D-MPNC until the reservation is modifies or terminated, in this way the reservation is announced continuously to the neighborhood.

If a neighboring MPNC includes a CTR object indication IE in its beacon or transmits a CTR object indication command frame, and the S-MPNC or the D-MPNC receive this objection, they shall move or close the reservation if this objection is transmitted within MaxLostBeacons superframes after the first announcement of the CTA Status IE. If the objection is received later, it shall be ignored.
A.8.5.3.4 Resolution of reservation conflicts

MPNCs scan the received beacons for concluded reservation negotiations, which are indicated by CTA Status IEs. If a new CTA Status IE is received by an MPNC, it may check the feasibility of the CTA Status IE, i.e. if the announced transmission time collides with

· Own transmissions or receptions so that the expected SINR is too high or

· Neighboring MPNC’s transmissions or receptions so that the expected SINR is too high.

· Beacon transmission from neighboring MPNCs, independent of the expected SINR.

AN MPNC shall use the following method to resolve the conflict between two reservations:

· If the MPNC’s reservation is of type ‘beacon transmission’, it shall continue the reservation.

· If the other reservation if of type ‘beacon transmission’, the MPNC shall not transmit frames during the conflicting time. If the MPNC is the receiver of the reservation, it shall also object to the reservation using a CTR object indication IE and close the current reservation.

· If the MPNC’s reservation’s pritority is higher than the other reservation, it shall continue the reservation.

· If the MPNC’s reservation’s priority is lower than the other reservation, it shall cancel the reservation.

If the own reservation is continued, the MPNC shall include a CTR objection indication IE in its next beacon or transmit a CTR objection indication command frame to the participants of the reservation. The reason code for the objection shall be set to the appropriate reason. It shall continue this activity until the reservation is either moved or canceled.

If the reservation is feasible, the MPNC shall include the transmission time as a new CTA Status IE in its beacon. In this way, the information about the transmission is also relayed to the neighboring MPNCs of the mesh network which are previously unaware of the new transmission and thus could create a scenario with a hidden node problem.

To further reduce the probability of the hidden node problem, MPNCs may optionally transmit the information they have received about reservated medium time for intra- and inter piconet traffic to its own neighborhood. In this way, the two hop neighborhoods of the receiver and the transmitter of a reservation has knowledge of upcoming transmissions and the interference which they create. AN MPNC in this neighborhood may decide to act as a receiver of a new reservation if the expected interference on existing reservations is small.
A.8.5.3.5 Modification and termination of existing reservations

Only the S-MPNC and the D-MPNC may modify an established isochronous stream. The S-MPNC that wants to modify an existing reservation shall send the D-MPNC a CTR command frame or include a CTR command IE in its beacons with the parameter values mentioned in 8.5.1.2.
A.8.6 Synchronization

A.8.6.2 Beacon generation

Insert the following paragraphs after the fouth paragraph in 8.6.2:
For the case of MPNC, in addition to the CTA IEs described above, the beacon frame shall include also include the Neighbor MPNC IE (see section 7.x.x) that contains a list of MPNCs whose beacon frame can be heard by the local MPNC. The Neigbor MPNC IE shall be constructed from a list of neighbor MPNC maintain by the MPNC as described in section 8.6.3.1. The inclusion of Neighbor MPNC IE serves two purposes. Firstly, the neighbor MPNC IE broadcasted by a source MPNC is examined by a receiving MPNC to check whether the sender MPNC has successfully received the beacon frame sent in the previous superframe. Secondly, the neighbor MPNC IE can be used by neighboring MPNCs to know which other MPNCs are in the neighborhood and which range of channel time is used by these MPNCs for beacon transmissions.
A.8.6.3 Beacon reception

Insert the following sub-section after the last paragraph in 8.6.3:
A.8.6.3.1 Beacon reception for MPNC
MPNCs shall schedule for beacon reception to listen for beacon transmissions by all other MPNCs in the neighborhood. To schedule for beacon reception, an MPNC shall maintain a list of neighbor MPNC whose beacon frames are heard within the last mMaxLostBeacons superframes. The list should contain network synchronization information such as beacon slot offset so that MPNCs are able to schedule for beacon reception accurately. The neighbor MPNC list shall be updated in the following situation:

1) Discovery of new neighbor MPNC(s) through reception of an alien MPNC announcement command (described in section A.8.11.3).

2) Discovery of new neighbor MPNC(s) through superframe scan

3) Failure to receive beacon frames from existing neighbor MPNC(s) for more than mMaxLostBeacons superframes.
4) Reception of MPNC beacon slot relocation command
5) Relocation of local MPNC’s beacon slot
6) Notification of MPNC(s) shutdown vian MPNC shutdown command (described in section 7.5.x)
7) Notification of PNC(s) shutdown/handover via PNC handover command (described in section 7.5.3)
Append the following sections after section 8.6.5:
A.8.6.6 Reference MPNC Selection

Under normal operating conditions, newly started mesh-enabled and MAS partitioned 802.15.3 piconet shall always align its slot boundary to a common MAS slot boundary, defined by the existing mesh-enabled piconet(s), if any. However, due to mobility and/or changing environmental conditions, it is possible for a common operating space to contain two or more mesh enabled, and MAS partitioned 802.15.3 piconets that have unaligned MAS slot boundaries. MPNCs within the operating space shall select a common reference MAS slot boundary to align their slot boundary to.

To minimize the total number of devices needing to realign their MAS slot boundary system-wide, it is preferred that the MAS slot boundary used by the most devices should remain unchanged and be elected as the reference slot boundary. However, determination of the total number of devices using a MAS slot boundary is non-trivial especially for network spanning more than 2 hops. On the other hand, if a mesh-network spans up to 2 hops, the number of device in the network can be determined from the neighborhood information broadcast in the beacon frame. Therefore for such situation, reference MAS slot boundary selection can be made such that it minimizes slot realignments. 

In the case where it is not possible to compare the number of device using the same slot boundary due to mesh network spanning more than 2 hops, the selection shall be determined based on MAC address comparison. Figure 125a illustrates the reference MPNC selection algorithm based on the above description that shall be used by MPNC to select the reference MPNC and reference slot boundary to align its own reference slot boundary to.
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Figure 125a – Reference MPNC Selection Algorithm

In Figure 125a, LNS stands for Local Network Size. The LNS of an MPNC is the local count of the number of MPNCs (including itself) that is using the same MAS slot boundary. It includes all neighbor MPNCs whose beacon frame can be heard by the MPNC and itself. To determine whether an MPNC is within a mesh network with more than 2 hops, the neighborhood MPNC information in the beacon frame is used. If an MPNC hears a beacon frame from another MPNC indicating presence of 2-hop neighbors, the MPNC that receives the beacon frame knows that it is in a mesh network with more than 2 hops.

A.8.6.7 MPNC Slot Boundary Synchronization

To synchronize MAS slot boundary to a reference MPNC, an MPNC first determine the relative Slot_drift. The Slot_drift is the time difference between slot boundary of an MPNC and reference MPNC. Since medium slots are of fixed duration, Slot_drift ranges from 0 to (MS_duration x 0.5). Figure 125b below illustrates Slot_drift.
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Figure 125b – Slot_drift
If the Slot_drift is less than or equals to the guard time (see section 8.4.3.6), MPNC may adjust its slot boundary to coincide with the slot boundary of the reference device by transmitting its beacon frame by Slot_drift earlier or later in the next superframe. As the Slot_drift is less than guard time, DEV associated to the MPNC will still be able to receive the beacon frame and synchronized its clock.

If the Slot_drift is more than the guard time, the MPNC may choose either:

1. Shift slot boundary gradually toward reference device’s slot boundary by transmitting beacon frame earlier or later in steps less than guard time.

2. Use procedure 8.10.1 to move beacon transmission earlier or later to align slot boundary to reference device’s slot boundary in NbrOfChangeBeacons superframes.
For every beacon frame received from reference MPNC, an MPNC shall check if Slot_drift exists (i.e. Slot_drift > 0). If there is Slot_drift, MPNC shall perform the above slot boundary synchronization.

If MPNC fails to hear beacon frame from reference MPNC for more than　mMaxLostBeacons, it shall decide on a new reference MPNC based on the algorithm in section 8.6.6. 

A.8.11 Interference mitigation

Change this section to:

The MPNC and PNC should periodically listen in the current channel to detect interference, the presence of other Mesh piconets, 802.15.3 piconets or the presence of other wireless networks. The MPNC and PNC should also periodically listen to other overlapping channels for the presence of the same types of DEVs.

Insert the following section 8.11.1:

A.8.11.1 Interference mitigation for PNC

For the case that a PNC detects the presence of another Mesh piconet or 802.15.3 piconet, four of the methods that are available to mitigate the interference between the two piconets are:

a) The PNC may join the other piconet to form a child piconet, as described in 8.2.5.
b) The PNC may join the other piconet to form a neighbor network, as described in 8.2.6.
c) The PNC may change channels to one that is unoccupied, as described in 8.11.1.

d) The PNC may reduce the maximum transmit power in the piconet, as described in 8.11.2.
If the PNC determines that there is either an interferer or a non Mesh or 802.15.3 wireless network operating in the PNC's current channel or overlapping with the current channel, two of the methods that the PNC are available to mitigate the interference are:

a) The PNC may change channels to one that is unoccupied, as described in 8.11.1.

b) The PNC may reduce the maximum transmit power in the piconet, as described in 8.11.2.
Insert the following section 8.11.2:

A.8.11.2 Interference mitigation for MPNC

For the case that an MPNC detects the presence of another Mesh piconet, it may attempt to coexist with the alien MPNC or it may change channels to reduce interference. In the case where it chooses to coexist with the alien MPNC, it shall perform the following:

· Synchronize slot boundary based on the procedure in section 8.6 Synchronization.

· If the alien MPNC is not aware of its presence, announce to the alien MPNC of its presence using the announcement procedure described in section 8.11.3.
· Take note of the existing channel time allocation used by alien MPNC (for beacon transmission, CAP and CTA etc) and allocate these channel time as “used” so as not to cause interference to the alien MPNC’s piconet.

· If there is any collision of channel time allocations (e.g. for beacon transmission, CAP period or any CTA allocations), MPNC shall reallocate the affected allocations using another randomly selected period of channel time that is not allocated by any MPNCs or PNCs.

If  both MPNC and alien MPNC has mBPMergable attribute set to true, they can choose to merge the their BPs (if any) into one unified BP. To do so, Mesh-PNCs are allowed to change its BP to the alien BP if the alien BPST falls within the first half of its own superframe. The implementation of the merging-algorithm is optional and MPNCs may choose not to merge their BPs. In any case, all MPNC must ensure that the channel time reserved for their beacon transmission, contention period and contention free period does not collide with channel time allocated by other MPNCs.
If, instead of detecting the presence of another Mesh piconet, an MPNC detects a 802.15.3 piconet, it shall support backward compatibility by performing interference mitigation procedure like a PNC, as described in section 8.11.2.

Insert the following section 8.11.3:

A.8.11.3 Alien MPNC Announcement

This procedure is used by an MPNC to inform its neighbor MPNC of its presence. AN MPNC shall attempt to inform its presence to all its neighboring MPNCs that it determines to be unaware of the MPNC’s presence. To announce its presence, an MPNC shall send an alien MPNC announcement command, as described in section 7.5.10, during the CAP or MCTA of the destination MPNC. Upon reception of an alien MPNC announcement command, the destination MPNC shall response using IMM-ACK and take note of the source MPNC’s presence and other network parameters included in the MPNC announcement command.
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Figure 135a – MSC for alien MPNC Announcement

Renumber the remaining sections and sub-sections as:

A.8.11.4 Dynamic Channel Selection

A.8.11.5 Transmit Power Control

A.8.15 MAC Sublayer parameters
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 1. Overview 

This recommended practice provides an enhancement to IEEE 802.15.4/4b low rate WPAN standard to support mesh functions.

2. References

[1] IEEE Std 802.15.4™-2003, IEEE Standard for Information technology—Telecommunications and information exchange between systems—Local and metropolitan area networks—Specific requirements Part 15.4: Wireless Medium Access Control (MAC) and Physical Layer (PHY) Specifications for Low-Rate Wireless Personal Area Networks (LR-WPANs)

[2] IEEE P802.15.4b/D6, Draft Revision for Standard for Information technology—Telecommunications and information exchange between systems—Local and metropolitan area networks—Specific requirements—Part 15.4b: Wireless Medium Access Control (MAC) and Physical Layer (PHY) Specifications for Low Rate Wireless Personal Area Networks (WPANs), June-2005
3. Definitions
Tree Level (TL) – the hop distance a node is from the root of the logical routing tree. The root of the tree has a TL equals to zero.

Group Member (GM) – a node participating in a multicast group. A GM shall process any frames destined to its group address and may send frames to it group.
On-Tree Router (OnTR) – a node on the multicast tree but not a GM. An OnTR relays multicast frames for a multicast group.
Group Coordinator (GC) – the top level GM or OnTR of a specific multicast group. It is the root of the multicast sub-tree and it sets the lowest tree level the multicast frame can propagate in the multicast tree. 
Network Coordinator (NC) – the root of the routing tree of the network. It keeps information of all multicast groups in the network so that it always knows from which child(ren) it can reach the multicast tree for a specific group.
Off-Tree Router (OffTR) – a node which is the GC’s ancestor. It is always between the GC and the NC. An OffTR is not on the multicast tree but it has the routing information of the multicast tree.

10. Acronyms and abbreviations
ABAT
Adaptive Block Addressing Table

BAT
Block Addressing Table

GC 
Group Coordinator

GCUD
GC UpDate

GDIS
Group DISmiss

GM 
Group Member

JREQ 
Join REQuest

JREP 
Join REPly

LREQ
Leave REQuest

LREP
Leave REPly

LST
Link State Table

MDEV
Mesh Capable DEV
MPNC
Mesh Capable PNC
MTR 
Multicast Transaction Record
MTT 
Multicast Transaction Table

NC
Network Coordinator
OffTR
Off-Tree Router

OnTR
On-Tree Router

TTL
Time To Live

5. General Description

<Ed: Allan: to be added when all components are included>

5.1. Mesh Architecture

The mesh architecture of low rate WPAN mesh is illustrated in Figure 1.
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Figure 1 – The reference model used in this standard

6. Mesh service description

<Ed: Allan: add primitives here for service provided to next higher layer. If time does not permit, we can leave this part to the end. We also need to consider the impact future proposals may have to the service.>
7. Frame formats
7.1 General mesh service frame format

The general mesh service frame is composed of the following fields: Frame Control, Destination Address, Source Address, and Frame Payload. The fields appear in a fixed order and the frame shall be formatted as illustrated in Table 1. Some sub-fields of a field might be reserved for future use, and they shall be set to 0 for all implementations based on this specification version.

Table 1: General mesh service frame format

	Octets: 1
	8/2
	8/2
	Variable

	Frame Control (FC)
	Destination Address (DA)
	Source Address (SA)
	Mesh Layer
Payload

	Mesh Layer Header
	


7.1.1 Frame control field
Table 2: Frame control field
	Bits: 7-4
	3-2
	1-0

	Protocol version
	Frame type
	Transmission Mode


7.1.1.1 Protocol version

The protocol version sub-field is four bits in length and shall be set to 0001 for all implementations based on this specification version.

7.1.1.2 Frame type
Table 3: Frame type
	Frame type value

B1B0
	Frame type name

	00
	Data Frame

	01
	Command Frame

	10-11
	Reserved


7.1.1.3 Transmission Mode

Table 4: Transmission Mode
	Transmission Mode Value

B1B0
	Transmission Mode

	00
	Unicast

	01
	Broadcast

	10
	Multicast

	11
	reserved


7.1.2 Destination Address

Destination address can be 64-bit IEEE address or 16-bit short logical address.

7.1.3 Source Address

Source address can be 48-bit IEEE address or 16-bit short logical address.

7.1.4 Mesh Layer Payload

Mesh layer payload field may contain different sub-fields and have be various in lengths depending on the frame type field defined in Table 3. The details is described in Section 7.2
7.2 Format of individual frame types
7.2.1 Data Frame

Table 5: Data frame format

	Octets: 1
	8/2
	8/2
	1
	1
	Variable

	Frame Control
	Destination Address
	Source Address
	Sequence Number
	Routing Control
	Data Payload

	Mesh Layer Header
	Mesh Layer Payload


Data frame contains three sub-fields in mesh layer payload, the sequence number field, routing control and the data payload. The details of the Routing Control field is shown in Table 6
Table 6: Routing Control Field

	Bit 7
	6-2
	1-0

	Up-Down Flag
	Hops2Nb
	Reserved


The Up-Down flag is a Boolean and indicates whether this data frame shall be forward up or down the tree. The hops2Nb value is the number of hops from the relaying node to the neighbor_found given by the pseudo code in Figure 4. The last two bits are reserved for this version.

7.2.2 Command Frame
The general command frame format is illustrated in Table 7.
Table 7: Command Frame Format

	Octets: 1
	Variable
	1
	Variable

	Frame Control
	Routing Fields
	Command Frame Sub-type
	Command Payload

	Mesh Layer Header
	Mesh Layer Payload


The details of the Command Frame Sub-type field is illustrated in Table 8
Table 8: Command Frame Sub-types

	Values

b4b3b2b1b0
	Command Frame Sub-type

	00000
	Children number report

	00001
	Address assignment

	00010
	Hello

	00011
	Neighbor information request

	00100
	Neighbor information reply

	00101
	Link state request

	00110
	Link state reply

	00111
	Link state mismatch

	01000
	Probe

	01001-01111
	Reserved

	10000
	Join REQuest

	10001
	Join REPly

	10010
	Leave REQuest

	10011
	Leave REPly

	10100
	GC UpDate

	10101
	Group DISmiss

	10001-11111
	Reserved


7.2.2.1 Children number report frame format

The children number report frame shall be formatted as illustrated in Table 9.

Table 9: Children number report frame format

	Octets: 1
	8
	8
	1
	2
	2

	FC
	DA
	SA
	Command Frame Sub-type
	Number of children
	Number of requested addresses

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.1.1 Mesh layer header parameters

The protocol version of the frame control field shall have value of 0001. The frame type field shall have value 01 indicating a command frame and the transmission mode shall have value 00 indicating this frame shall be unicast. 
The destination address (DA) field shall contain the MAC address of the destination, which should be the parent of the source. The source address (SA) field shall contain the MAC address of the source.
7.2.2.1.2 Mesh layer payload parameters

The command frame sub-type shall have value of 00000. The number of children field shall contain the total number of nodes along the tree branch starting from the source (including the source itself). The number of requested addresses field shall contain the total number of addresses the source requests. This value should be equal to or larger than the value of number of children.

7.2.2.2 Address assignment frame format

The address assignment frame shall be formatted as illustrated in Table 10.

Table 10: Address assignment frame format

	Octets: 1
	8
	8
	1
	2
	2

	FC
	DA
	SA
	Command Frame Sub-type
	Beginning address
	Ending address

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.2.1 Mesh layer header parameters

The protocol version of the frame control field shall have value of 0001. The frame type field shall have value 01 indicating a command frame and the transmission mode shall have value 00 indicating this frame shall be unicast. 
The destination address (DA) field shall contain the MAC address of the destination, which should be a child of the source. The source address (SA) field shall contain the MAC address of the source.
7.2.2.2.2 Mesh layer payload parameters

The command frame sub-type shall have value of 00001. The beginning address field shall contain the beginning address of the address block assigned to the child. The ending address field shall contain the ending address of the address block assigned to the child. Assigned addresses are also referred to as short addresses or logic addresses in this specification.

7.2.2.3 Hello frame format

The hello frame shall be formatted as illustrated in Table 11.

Table 11: Hello frame format
	Octets: 1
	2
	2
	1
	1
	2
	2
	2
	1
	Variable

	FC
	DA
	SA
	Command Frame Sub-type
	TTL
	Beginning
address
	Ending
address
	Tree
level
	Number of
one-hop neighbors
	Addresses of 
one-hop neighbors

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.3.1 Mesh layer header parameters

The protocol version of the frame control field shall have value of 0001. The frame type field shall have value 01 indicating a command frame and the transmission mode shall have value 01 indicating this frame shall be broadcast. 
All addresses included in a hello frame are logic addresses. The destination address (DA) field shall contain the logic broadcast address LOGIC_BC_ADDR. The source address (SA) field shall contain the logic address of the source.
7.2.2.3.2 Mesh layer payload parameters

The command frame sub-type shall have value of 00010. The time to live (TTL) field shall contain the number of hops the hello message is allowed to propagate. The beginning address field shall contain the beginning address of the source’s address block. The ending address field shall contain the ending address of the source’s address block. The tree level field shall contain the tree level (i.e., hops from the root) of the source. The number of one-hop neighbors field shall contain the number of neighbors that have been assigned logic addresses and are one hop away from the source. The addresses of one-hop neighbors field shall contain the logic addresses of all the nodes that have been assigned logic addresses and are one hop away from the source.
7.2.2.4 Neighbor information request frame format

The neighbor information request frame shall be formatted as illustrated in Table 12.

Table 12: Neighbor information request frame format

	Octets: 1
	2
	2
	1
	1
	Variable

	FC
	DA
	SA
	Command Frame  Sub-type
	Number of
neighbors
	Addresses of 
neighbors

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.4.1 Mesh layer header parameters

The protocol version of the frame control field shall have value of 0001. The frame type field shall have value 01 indicating a command frame and the transmission mode shall have value 01 indicating this frame shall be broadcast. 
All addresses included in a neighbor information request frame are logic addresses. The destination address (DA) field shall contain the logic broadcast address LOGIC_BC_ADDR. The source address (SA) field shall contain the logic address of the source.
7.2.2.4.2 Mesh layer payload parameters

The command frame sub-type shall have value of 00011. The number of neighbors field shall contain the number of neighbors for which information is requested. The addresses of neighbors field shall contain the logic addresses of neighbors for which information is requested.

7.2.2.5 Neighbor information reply frame format

The neighbor information reply frame shall be formatted as illustrated in Table 13.

Table 13: Neighbor information reply frame format

	Octets: 1
	2
	2
	1
	1
	Variable

	FC
	DA
	SA
	Command Frame 

Sub-type
	Number of
neighbors
	Information of 
neighbors


7.2.2.5.1 Mesh layer header parameters

The protocol version of the frame control field shall have value of 0001. The frame type field shall have value 01 indicating a command frame and the transmission mode shall have value 00 indicating this frame shall be unicast. 
All addresses included in a neighbor information reply frame are logic addresses. The destination address (DA) field shall contain the logic address of the destination. The source address (SA) field shall contain the logic address of the source.
7.2.2.5.2 Mesh layer payload parameters

The command frame sub-type shall have value of 00100. The number of neighbors field shall contain the number of neighbors for which information is provided. The information of neighbors field shall contain the information of neighbors for which information is provided. The information provided for each neighbor includes the ending address of the address block and the tree level.

7.2.2.6 Link state request frame format

The link state request frame shall be formatted as illustrated in Table 14.

Table 14: Link state request frame format
	Octets: 1
	2
	2
	1

	FC
	DA
	SA
	Command Frame Sub-type

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.6.1 Mesh layer header parameters

The protocol version of the frame control field shall have value of 0001. The frame type field shall have value 01 indicating a command frame and the transmission mode shall have value 00 indicating this frame shall be unicast. 
The destination address (DA) field shall contain the logic address of the destination. The source address (SA) field shall contain the logic address of the source.
7.2.2.6.2 Mesh layer payload parameters

The command frame sub-type shall have value of 00101. 
7.2.2.7 Link state reply frame format

The link state reply frame shall be formatted as illustrated in Table 15.

Table 15: Link state reply frame format
	Octets: 1
	2
	2
	1
	1
	Variable
	Variable

	FC
	DA
	SA
	Command Frame 

Sub-type
	Number of neighbors
	Neighbor list
	Connectivity matrix

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.7.1 Mesh layer header parameters

The protocol version of the frame control field shall have value of 0001. The frame type field shall have value 01 indicating a command frame and the transmission mode shall have value 00 indicating this frame shall be unicast. 
The destination address (DA) field shall contain the logic address of the destination. The source address (SA) field shall contain the logic address of the source.
7.2.2.7.2 Mesh layer payload parameters

The command frame sub-type shall have value of 00110. The number of neighbors field shall contain the number of neighbors that are included in the source’s neighbor list. The neighbor list and connectivity matrix fields shall contain the current neighbor list and connectivity matrix of the source.

7.2.2.8 Link state mismatch frame format

The link state mismatch frame shall be formatted as illustrated in Table 16.

Table 16: Link state mismatch frame format
	Octets: 1
	2
	2
	1
	1
	1
	Variable

	FC
	DA
	SA
	Command Frame 

Sub-type
	TTL
	Number of
neighbors
	Addresses of 
neighbors

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.8.1 Mesh layer header parameters

The protocol version of the frame control field shall have value of 0001. The frame type field shall have value 01 indicating a command frame and the transmission mode shall have value 01 indicating this frame shall be broadcast. 
All addresses included in a link state mismatch frame are logic addresses. The destination address (DA) field shall contain the logic broadcast address LOGIC_BC_ADDR. The source address (SA) field shall contain the logic address of the source.
7.2.2.8.2 Mesh layer payload parameters

The command frame sub-type shall have value of 00111. The time to live (TTL) field shall contain the number of hops the link state mismatch message is allowed to propagate. The number of neighbors field shall contain the number of neighbors that are related to the link state mismatch. The addresses of neighbors field shall contain the addresses of neighbors that are related to the link state mismatch.

7.2.2.9 Probe frame format

The probe frame shall be formatted as illustrated in Table 17.

Table 17: Probe frame format
	Octets: 1
	2
	2
	1

	FC
	DA
	SA
	Command Frame 

Sub-type

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.9.1 Mesh layer header parameters

The protocol version of the frame control field shall have value of 0001. The frame type field shall have value 01 indicating a command frame and the transmission mode shall have value 00 indicating this frame shall be unicast. 
The destination address (DA) field shall contain the logic address of the destination. The source address (SA) field shall contain the logic address of the source.
7.2.2.9.2 Mesh layer payload parameters

The command frame sub-type shall have value of 01000.

7.2.2.10 Join request frame format
Join request command frame allows a node to join a specific multicast group. The mesh layer payload shall be formatted as illustrated in Table 18. This command frame will be transmitted by MAC data service.
Table 18: Join request frame format
	Octets: 1
	2
	2
	1
	2

	Frame Control
	Destination Address
	Source Address
	Command Frame Sub-type
	Group Address

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.10.1 Mesh layer header parameters

7.2.2.10.1.1 Frame Control

The protocol version shall be set to 0001. The frame type shall be set to 01 to indicate a command frame. The transmission mode shall be set to 00 to indicate the frame will be unicast.

7.2.2.10.1.2 Destination Address

The destination address shall always be set to the parent node’s unicast address. If the next hop is not eligible for responding a join reply, it shall replace the destination address with its own parent node’s unicast address and forward it to its parent node.

7.2.2.10.1.3 Source Address

The source address shall always be set to the frame originator’s unicast address and kept unchanged until the frame reaches a node which can response with a join reply.

7.2.2.10.2 Mesh layer payload parameters

The command frame sub-type shall be set to 10000. The group address shall be set to the multicast group address passed from the next higher layer.
7.2.2.11 Join reply frame format
Join reply command frame is composed and sent by a parent node or the network coordinator which can connect the requestor to the multicast group. The mesh layer payload shall be formatted as illustrated in Table 19. This command frame will be transmitted by MAC data service.

Table 19: Join reply frame format
	Octets: 1
	2
	2
	1
	2
	1

	Frame Control
	Destination Address
	Source Address
	Command Frame Sub-type
	Group Address
	Group Coordinator flag

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.11.1 Mesh layer header parameters

7.2.2.11.1.1 Frame Control

The protocol version shall be set to 0001. The frame type shall be set to 01 to indicate a command frame. The transmission mode shall be set to 00 to indicate the frame will be unicast.

7.2.2.11.1.2 Destination Address

The destination address shall always be set to the final destination’s unicast address (the JREQ originator’s unicast address) and not to be changed by intermediate nodes. 

7.2.2.11.1.3 Source Address

The source address shall always be set to the frame originator’s unicast address and kept unchanged until the frame reaches the final destination.

7.2.2.11.2 Mesh layer payload parameters

The command frame sub-type shall be set to 10001. The group address shall be set to the multicast group address received from JREQ frame. The group coordinator flag is used to indicate that the JREQ originator is the first node of the multicast group it wants to join. When receiving the JREP with the group coordinator flag set to 1, all intermediate nodes and the JREQ originator shall behave as described in Section 9.5.2.1. 

7.2.2.12 Leave request frame format
Leave request command frame allows a node to leave a specific multicast group. The mesh layer payload shall be formatted as illustrated in Table 20. This command frame will be transmitted by MAC data service.

Table 20: Leave request frame format
	Octets: 1
	2
	2
	1
	2

	Frame Control
	Destination Address
	Source Address
	Command Frame Sub-type
	Group Address

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.12.1 Mesh layer header parameters

7.2.2.12.1.1 Frame Control

The protocol version shall be set to 0001. The frame type shall be set to 01 to indicate a command frame. The transmission mode shall be set to 00 to indicate the frame will be unicast.

7.2.2.12.1.2 Destination Address

The destination address shall always be set to the parent node’s unicast address. If the next hop is not eligible for responding a leave reply, it shall replace the destination address with its own parent node’s unicast address and forward it to its parent node.

7.2.2.12.1.3 Source Address

The source address shall always be set to the frame originator’s unicast address and kept unchanged until the frame reaches a node which can response with a leave reply.

7.2.2.12.2 Mesh layer payload parameters

The command frame sub-type shall be set to 10010. The group address shall be set to the multicast group address passed from the next higher layer.
7.2.2.13 Leave reply frame format
Leave reply command frame is composed and sent by the parent node which is the closest to the LREQ originator. The mesh layer payload shall be formatted as illustrated in Table 21. This command frame will be transmitted by MAC data service.

Table 21: Leave reply frame forma
	Octets: 1
	2
	2
	1
	2

	Frame Control
	Destination Address
	Source Address
	Command Frame Sub-type
	Group Address

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.13.1 Mesh layer header parameters

7.2.2.13.1.1 Frame Control

The protocol version shall be set to 0001. The frame type shall be set to 01 to indicate a command frame. The transmission mode shall be set to 00 to indicate the frame will be unicast.

7.2.2.13.1.2 Destination Address

The destination address shall always be set to the final destination’s unicast address (the LREQ originator’s unicast address) and not to be changed by intermediate nodes. 

7.2.2.13.1.3 Source Address

The source address shall always be set to the frame originator’s unicast address and kept unchanged until the frame reaches the final destination.

7.2.2.13.2 Mesh layer payload parameters

The command frame sub-type shall be set to 10011. The group address shall be set to the multicast group address received from JREQ frame. 
7.2.2.14 Group coordinator update frame format
Group coordinator update command allows the role of group coordinator be transferred from one node to another. The mesh layer payload shall be formatted as illustrated in Table 22. This command frame will be transmitted by MAC data service.

Table 22: Group coordinator update frame format
	Octets: 1
	2
	2
	1
	2
	1

	Frame Control
	Destination Address
	Source Address
	Command Frame Sub-type
	Group Address
	Group Update

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.14.1 Mesh layer header parameters

7.2.2.14.1.1 Frame Control

The protocol version shall be set to 0001. The frame type shall be set to 01 to indicate a command frame. The transmission mode shall be set to 00 to indicate the frame will be unicast.

7.2.2.14.1.2 Destination Address

The destination address shall always be set to the final destination’s unicast address and not to be changed by intermediate nodes. 

7.2.2.14.1.3 Source Address

The source address shall always be set to the frame originator’s unicast address and not to be changed by intermediate nodes. 

7.2.2.14.2 Mesh layer payload parameters

The command frame sub-type shall be set to 10100. The group address shall be set to the multicast group address within which the frame originator is operating. The group update field is a bitmap indicating different update information as illustrated in Table 23.

Table 23: Group update field
	Bit0
	Bit1
	Bit2-7

	To be GC
	To be Non-GC
	Reversed


If Bit0 is set, it indicates the destination of this command frame will be the group coordinator of the multicast group. If Bit1 is set, it indicates the destination of this command frame will no longer be the group coordinator of the multicast group. The reserved bits (Bit2-7) shall be set to 0.

7.2.2.15 Group dismiss frame format
Group dismiss command allows all member nodes leave a multicast group by multicasting only one command. Comparing to using individual LREQ/LREP commands by each node, using a single group dismiss command for all member nodes is faster and costs much less control overhead. The mesh layer payload shall be formatted as illustrated in Table 24. This command frame will be transmitted by MAC data service (broadcast at MAC layer).

Table 24: Group dismiss frame format
	Octets: 1
	2
	2
	1

	Frame Control
	Destination Address
	Source Address
	Command Frame Sub-type

	Mesh Layer Header
	Mesh Layer Payload


7.2.2.15.1 Mesh layer header parameters

7.2.2.15.1.1 Frame Control

The protocol version shall be set to 0001. The frame type shall be set to 01 to indicate a command frame. The transmission mode shall be set to 10 to indicate the frame will be multicast.

7.2.2.15.1.2 Destination Address

The destination address shall always be set to the group multicast address. 

7.2.2.15.1.3 Source Address

The source address shall always be set to the frame originator’s unicast address and kept unchanged.

7.2.2.15.2 Mesh layer payload parameters

The command frame sub-type shall be set to 10101. 
8. Constants and Mesh Information Base
<Ed: Allan: to be determined when wrapping up the full version of the spec>

The mesh information base contains variables that can be tuned to allow the mesh layer protocol to meet the requirements of different application scenarios. The variables can be read and written from the next higher layer through the mesh layer services defined in Chapter 6. The mesh information base is illustrated in Table 25. 

Table 25: Mesh Information Base

	Attribute
	ID
	Type
	Range
	Description
	Default Value

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


9. Mesh Function Description

This chapter describes the function the mesh layer provided to the next higher layer. These functions include unicast and multicast addressing, unicast routing algorithm and multicast routing algorithm.
9.1 Address Assignment

By binding logic addresses to the network topology, routing can be carried out without going through route discovery. Address assignment is broken down into two stages: association and address assigning.

9.1.1 Association

During association stage, beginning from the root, nodes gradually join the network and a tree is formed. But this tree is not a logic tree yet, since no node has been assigned an address. There is no limitation on the number of children a node can accept. A node can determine by itself how many nodes (therefore, how many branches) it will accept according to its capability and other factors.

9.1.2 Address assigning

After a branch reaches its bottom, that is, no more nodes wait for joining the network (a suitable timer can be used for this purpose), a down-top procedure is used to calculate the number of nodes along each branch, as shown in Figure 2. The numbers in square brackets indicate the numbers of nodes within branches below a certain node.
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Figure 2: Calculation of number of nodes along each branch

To report the number of children, each node proceeds as follows. Whenever a node joins the network, it shall start a timer. The node becomes a leaf node if no other nodes join it before the timer expires. A leaf node shall immediately send a children number report frame to its parent, setting the number of children field to 1 and the number of requested addresses field to a value equal to 1 or larger than 1 if it wants to reserve some addresses for possible future use. When a non-leaf node receives a children number report frame, it shall record the number of children and the number of requested addresses for that branch, and then check whether each of its children has reported the number of children. If each of its children has reported the number of children, it shall report the number of children to its parent. The number of children field shall be set to the number of nodes along its branch, including itself. The number of requested addresses field shall be set to the sum of the numbers of requested addresses received from all children, plus 1 or some value larger than 1 if the node also wants to reserve some addresses.

Any node can update the number of children and/or the number of requested addresses by sending another children number report frame to its parent if it has not been assigned an address block. For example, if a leaf node becomes a non-leaf node, it shall immediately send another children number report frame to update its parent. When a non-leaf node receives a children number report frame and if it has already reported the number of children, it shall immediately update its parent. If the non-leaf node has not reported the number of children to its parent, the received children number report frame shall be handled normally. If a node receives a children number report frame and it has already been assigned an address block, it shall not update its parent by sending another children number report frame. Instead, it shall adjust the address assignment as described later.

After the root receives the information from all the branches, it shall begin to assign addresses. During address assigning stage, a top-down procedure is used. First, the root checks if the total number of nodes in the network is less than the total number of addresses available. If not, address assignment fails. Next, the root assigns a block of consecutive addresses to each branch below it, taking into account the number of children and the number of requested addresses. The address block assigned to each branch is specified by the beginning address field and the ending address field given in the address assignment frame sent to each branch. The actual number of addresses assigned could be less than or more than the number of requested addresses, but no less than the number of children, depending on the availability of addresses. This procedure continues until the bottom of the tree. After address assigning, a logic tree is formed and each node has a block addressing table (BAT) for tracking branches below it. For example, node C can have an BAT as follows (each branch record is in the form of [beg_addri][end_addri]):


[6][8]


[9][13]


[14][14]

The above BAT indicates that node C has total 3 branches. Branch 1 owns address block [6, 7, 8]; Branch 2 owns address block [9, 10, 11, 12, 13]; and branch 3 only owns one address 14.

9.1.3 Adjustment of address assignment

More nodes (therefore, more branches) are still allowed to be added at any level of the tree after address assignment, only if additional addresses (reserved during address assignment) are available. Address assignment can be locally adjusted within a branch if a node runs out of addresses. For instance, a node can request more addresses from its parent. If the parent does not have enough addresses, it can try to either request additional addresses from its parent or adjust address assignment among its children. If there is a substantial change of the node number or network topology, which can not be handled locally, the network is allowed to go through the address assigning procedure again. In practice, address assignment is controlled by the application profile. For example, the application profile used for light control can specify that more addresses should be reserved for some special nodes such as those near hall ways. This improves the utilization of addresses and reduces the probability of address re-assigning as the network evolves. The intelligence of distributing limited addresses among all network nodes is considered out of scope of this document.
9.2 Mesh Topology Discovery and Formation

After a node has been assigned an address block, it shall broadcast several hello messages to its neighbors, with the time to live (TTL) field of each hello frame set to maxHops. By exchanging hello messages, each node will build a link state table (LST) for all its neighbors within maxHops hops. Each neighbor’s address block is logged in the LST so that the whole branch below the neighbor is routable. Figure 3 shows a 2-hop link state view of node J. Note that nodes D, E, F, M, and N are not within 2 hops of node J, but they are still directly routable since they are the children of those nodes within 2 hops of node J.
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Figure 3: An example - 2-Hop link state (view from Node J)
9.2.1 Link state generation

The link state table of a node, which consists of a maxHops-hop neighbor list and a connectivity matrix is updated upon the reception of each hello message.

9.2.1.1 Neighbor list
Each node shall update its neighbor list, as illustrated in Table 26, upon the reception of each hello message. Not only the source of the hello message shall be added into the neighbor list, but also the one-hop neighbors of the source shall be added into the neighbor list unless the TTL in the incoming hello message is 1. For those entries corresponding to the one-hop neighbors of the source, the endAddr and tree_level fields can not be populated from the incoming hello message and shall be marked as “unknown” temporarily. The “unknown” endAddr and tree_level fields will be replaced with actual values when a hello message is received from the corresponding neighbor. If no hello message is received from some neighbors during the whole hello message exchange procedure, a node can solicit for endAddr and tree_level information by broadcasting a neighbor information request frame to its one-hop neighbors, including all the neighbors whose endAddr and tree_level are missing. Each one-hop neighbor received the message shall reply by sending back a neighbor information reply frame if it can provide the endAddr and tree_level information of one or more neighbors included in the neighbor information request frame. The relationship field indicates the relationship between this node and a specific neighbor. The valid relationships include parent, child and sibling. The field hops in the neighbor list shall be calculated according to the connectivity matrix described in next subsection.
Table 26: Neighbor list
	Beginning Address
	Ending Address
	Tree Level
	Relationship
	Number of Hops

	begAddr1
	endAddr1
	tree_level1
	parent/child/sibling
	hops1

	begAddr2
	endAddr2
	tree_level2
	parent/child/sibling
	hops2

	…

	begAddrn
	endAddrn
	tree_leveln
	parent/child/sibling
	hopsn


9.2.1.2 Connectivity matrix
From the one-hop neighbor information included in each incoming hello message (except hello messages with a TTL of 1), a node can construct a connectivity matrix for neighbors recorded in the neighbor list. Table 27 illustrates one example.

The field “number of hops” of each node in neighbor list can be calculated using the connectivity matrix. First the field “number of hops” of each node is set to infinity. Then, all nodes directly connected to the current node (marked as “me” in Table 27) are one hop neighbors (nb2, nbn-1, … in above example). Next, all nodes directly connected to one-hop neighbors (and having a hops of infinity) are two-hop neighbors (nb1, nb3, … in above example). This procedure continues until hop numbers of all neighbors are populated.

Table 27: An example of connectivity matrix
	
	me
	nb1
	nb2
	nb3
	…
	nbn-2
	nbn-1
	nbn

	me
	-
	-
	+
	-
	…
	-
	+
	-

	nb1
	
	-
	+
	-
	…
	+
	-
	-

	nb2
	
	
	-
	+
	…
	-
	-
	-

	nb3
	
	
	
	-
	…
	+
	-
	-

	…
	
	
	
	
	…
	…
	…
	…

	nbn-2
	
	
	
	
	
	-
	-
	+

	nbn-1
	
	
	
	
	
	
	-
	-

	nbn
	
	
	
	
	
	
	
	-


	Note:

     (1) The plus or minus sign (“+” or ”-“) at the cross cell of two nodes indicates they are or are not directly connected (i.e., they are or are not one-hop neighbors).

     (2) For bi-directional links, the matrix is symmetric, so only half of the matrix is needed as shown here.

     (3) Hop information can be calculated using the connectivity matrix. Here we have:

            1-hop neighbors: nb2, nbn-1, …
            2-hop neighbors: nb1, nb3, …
            3-hop neighbors: nbn-2, …
            4-hop neighbors: nbn, …


9.3 Mesh Path Selection and Data Forwarding

The pseudo code given in Figure 4 describes how to select the mesh path for data forwarding. When multiple neighbors are available for selection (see line 11 and line 32 in the pseudo code) and there are no other cost metrics indicating one neighbor is preferred over another, a node can randomly select one neighbor for load balancing purpose. However, to mitigate “out of order” problems, a node shall stick to one neighbor for a while once the neighbor is selected (rather than randomly select one neighbor each time).
	

	1:
func_nextHop(dst)

2: 
       neighbor_found = search the neighbor list for the lowest (i.e., with the largest tree level) neighbor who is the ancestor of dst but is not my ancestor;

3:
       if neighbor_found


//going down

4:                  next_hop = getOneHopNeighbor(neighbor_found);

5:                  return next_hop; 

6:
       else if the destination is not my descendent

//going up

7:                  found = is there a neighbor who has a tree level less than mine? 

8:                 if  found
9:                         hops2root = the minimum (hops + tree_level) found among neighbors that have a tree level less than I;

10:                       minHops = the minimum hops found among neighbors that have a (hops + tree_level) of hops2root;

11:                       neighbor_found = select one of the neighbors that have a (hops + tree_level) of hops2root and  a hops of minHops;

12:                        next_hop = getOneHopNeighbor(neighbor_found);

13:                        return next_hop; 

14:             else

//should go up, but can’t

15:                        return no_next_hop;

16:             end if

17:
      else

//should go down, but can’t

18:             return no_next_hop;

19:
      end if

20:
end func

21:
func_getOneHopNeighbor(neighbor_found)

22:        mark the hop_number of each neighbor as “infinity”;

23         current_hops = hop number of the neighbor_found;

24:        while current_hops > 1

25:                  for each neighbor nbi with a hop_number of current_hops
26:                       for each neighbor nbj directly connected to nbi 

27:                             hop_number of nbj = current_hops – 1;

28:                       end for

29:                  end for

30:                  current_hops = current_hops - 1;

31:        end while

32:        return one of the neighbors with hop_number of 1;

33:
end func


Figure 4: Mesh Path Selection and Data Forwarding Pseudo Code
If no next hop can be found due to route failures, a ring search should be performed. Ring search can be done by exchanging hello messages as in link state generation stage, but with a larger TTL.

9.4 Mesh Path Maintenance
In this section, the mechanism of handling link breakage and recovery is described. 
9.4.1 Sanity and consistency checking
To reduce communication overhead and interference, no periodic hello messages shall be broadcast after the link state generation stage. After the link state generation stage, hello messages are only broadcast upon the detection of link failures, link recoveries, or new neighbors. If a node misses some hello messages, its link state may not be accurate. Inaccurate link state can result in not only the selection of detoured routes but, more seriously, routing loops.

To promptly detect inaccurate link state without using periodic hello messages, a node shall include in each data frame a one-bit up-down flag and a hops2Nb value. The up-down flag indicates whether the data frame is forwarded up or down in terms of tree level; the hops2Nb value is the number of hops from the relaying node to the neighbor_found given by the pseudo code in Figure 4. After having received a data frame, a node shall calculate the following values

        flag1 = the up-down flag calculated using maxHops-hop link state information 

                      and included in an incoming data frame

hops2Nb1 = the hop2Nb value calculated using maxHops-hop link state information

                      and included in an incoming data frame 


        flag2 = the up-down flag calculated by the receiver of the data frame, using only 

                     (maxHops-1)-hop link state information


hops2Nb2 = the hop2Nb value calculated by the receiver of the data frame, using only

                     (maxHops-1)-hop link state information

and then check if the following equation holds. 
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If equation (1) does not hold, the link state information of the previous hop or/and the receiver is inaccurate. In this case, the receiver shall send a link state request frame to the previous hop. Upon the reception of the link state request frame, the previous hop shall send back a link state reply frame, in which its complete link state is included. Upon the reception of the link state reply frame, the receiver shall compare the received connectivity matrix with its own and then broadcast a link state mismatch frame with a TTL of (maxHops-1). Any node having received a link state mismatch frame shall check if its address is included in the addresses of neighbors field and, if yes, shall broadcast several hello messages to update the link state of its neighbors.
9.4.2 Link state maintenance

A node should broadcast several hello messages with a TTL of maxHops if it detects its one-hop connectivity has changed due to link failures, link recoveries, or the detection of new neighbors. 
Transmission failures can be caused by link failures (including node failures), collisions, or background interference. A neighbor to which a transmission has failed should be first put in a probe list. A neighbor in the probe list has a state of either unknown or down. A neighbor with an unknown state is probed each probeInterval seconds after the last probe using a timer (timer-driven) or probed immediately each time it is selected to be the next hop of a data transmission (data-driven). Although the neighbor with an unknown state can still be selected as the next hop like a normal neighbor, it is not actually used for transmitting any data packet. All data packets having this neighbor as the next hop are buffered or dropped if no enough memory. The probe shall continue until the link to the neighbor is recovered or the total probe number, including both timer-driven probes and data-driven probes, reaches max_probe_num.

If a link is recovered, the corresponding neighbor shall be removed from the probe list and all packets buffered for this neighbor, if any, shall be forwarded to this neighbor. A link is considered recovered if a MAC ACK of a probe is received. 

If the probe number reaches max_probe_num before the link is recovered, the state of the neighbor will be changed to down. The connectivity matrix will be updated accordingly and hello messages will be broadcast with a TTL of maxHops. After the broadcast of the first hello message, all packets buffered for the neighbor, if any, will be routed via other routes. Data packets must not be routed via other routes before the original next hop is determined down and at least one hello message has been broadcast to all maxHops-hop neighbors.

The neighbor remains in the probe list if the link to the neighbor has been determined down, but it shall be probed only be timer (it will not be used as the next hop of any data packet) and the probe interval shall be increased after each probe, up to a maximum value max_probe_interval. For example, a neighbor with a state of down can be probed using intervals 2, 4, 6, …, max_probe_interval, …, max_probe_interval seconds. This guarantees that, if the link recovers, it will be detected within no more than max_probe_interval seconds.
9.5 Mesh Path Selection and Forwarding for Multicast

The multicast routing protocol described in this section utilizes the logic tree built by the unicast routing protocol describe in Section 9.3. The logic tree is a shared tree rooted at the Network Coordinator. When the tree is built, the neighbor information as well as its relationship (parent, child, or sibling) to a node is recorded in every node’s neighbor list. 

The goal of multicast routing hence can be defined as finding a minimum sub-tree of the logic tree which covers all multicast members of a multicast group. Joining and leaving the multicast group is dynamic so the multicast tree is minimal at any time during the multicast session. Because of the use of the tree structure, all control messages are unicast and no multicast routing table is needed. In most cases, the Network Coordinator is not bothered for transmitting control and data messages hence the congestion around NC and single-point-of-failure problem can be avoided or relieved. Multicast data frames do not need to be sent to the Network Coordinator first.  They can be propagated to all other members directly from the data sources to ensure simple and timely data delivery. Non-members can also send packets to members but not vice versa. 
To better describe the multicast routing protocol, the following entities are defined. They are illustrated in Figure 5.
Network Coordinator (NC) – the root of the routing tree of a mesh network. It keeps information of all multicast groups in the network so that it always knows from which child(ren) it can reach the multicast tree for a specific group.
Tree Level (TL) – the hop distance a node is from the root of the logical routing tree. The root of the tree, the NC, has a TL equals to zero.

Group Member (GM) – a node participating in a multicast group. A GM shall process any frames destinated to its group address and may send frames to it group.
On-Tree Router (OnTR) – a node on the multicast tree but not a GM. An OnTR relays multicast frames for a multicast group.
Group Coordinator (GC) – the lowest level GM or OnTR of a specific multicast group. It is the root of the multicast sub-tree and it sets the lowest tree level the multicast frame can propagate in the multicast tree. 
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Figure 5. Entities of Multicast Protocol
9.5.1 Group Addressing

The group address is assigned from next higher layer to the mesh layer through the MLDE-Data.request primitive. The selection of the group address for a specific multicast group is considered out of scope of this document. By setting the Transmission Mode field of the Frame Control field (Table 4: Transmission Mode) to Multicast, the entire 16-bit short address space can be reused for multicast communication.
9.5.2. Management of Group Membership 
This section describes the functions related to membership management of multicast groups, which include joining the group, leaving the group, migration of GC role and group dismiss. To accomplish these functions, each node involves in multicast communications need to maintain a group communication table as illustrated in Table 28.

Table 28: Group Communication Table (example)

	Group Address
	Status
	Nb of Links to the Group
	Link #1
	Link #2
	Link #3
	…

	10
	GC
	2
	11
	51
	
	

	1,000
	GM
	3
	201
	456
	1087
	

	11,000
	OnTR
	2
	701
	890
	
	


The status field describes the function a node plays in a multicast group. The statuses include ZC, GC, GM, OnTR and OffTR. Note dual status may exist for a node, such as ZC and GM, ZC but not GM, GC and GM, GC but not GM. The number of links to the group field indicates the number of branches of the multicast tree a node has. The next hops of these branches are listed in the fields such as link #1, link #2 and so on.
9.5.2.1 Joining the Multicast Group
Depending on their participating levels in a multicast group, nodes join the multicast group with different processes. 

9.5.2.1.1 A new node joining the group
A new node is defined as a node which has no information about the multicast group, i.e. it is none of the following, an OnTR, an OffTR or a NC. A new node shall send (by unicast) a JREQ to its parent node if it wants to join the group. Upon receiving a JREQ from a child node, a parent node shall first check its group communication table. A parent node with status equal to GM, OnTR, OffTR, GC, or NC for this multicast group shall respond with a JREP (unicast). A parent node which is none of the above five entities shall forward the JREQ to its own parent. This process will repeat until the JREQ meets a node with status equals to GM, OnTR, OffTR, GC, or NC, which will then reply with a JREP.
Figure 6 illustrates different situations when Node A, B and C join the multicast group. Node A sends a JREQ to its parent node F. Since Node F is an OnTR, it can reply with a JREP back to Node A. Node B sends a JREQ to its parent node D, which has no information about the multicast group. So Node D forwards the JREQ to its own parent node G, which happens to be a GC. Node G then replies with a JREP back to Node B via node D. Node D becomes an OnTR because it receives a JREP with the GC flag unset. Node C joins the multicast group through existing GM H. Node E also becomes an OnTR.
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Figure 6. New nodes A, B and C joining

If a JREQ finally meets the NC, it means there is not multicast member in this branch from the NC. The NC shall then check the group communication table for this group address. If the NC finds no record of this group address, it means the joining node is the first one for this group. The NC shall respond with a JREP with the GC flag set, indicating the joining node to be the GC for this group. If the NC finds the record of this group address and it has GMs of this group in its other branches, then the NC will respond with a regular JREP. The NC shall also change its status to GC for this group if it was not GC before. 
When an intermediate node, between the joining node and the node which replies with JREP, receives a JREP, it shall check whether the GC flag is set in the JREP frame. If the flag is set, the intermediate node shall change its status to OffTR. Otherwise, the intermediate node shall change it status to OnTR.

Upon the joining node receives a JREP, it shall check whether the GC flag is set. If it is set, then the node will set itself as the GC for this group. The joining process completes; if it is not set, the route to the multicast tree was found - the node shall then record this information in its group communication table.
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Figure 7. The first GM case
Figure 7 shows the situation that the joining node is the first member of the group. In this case, the joining node becomes the GC. The intermediate nodes, Node B and C, become OffTRs.

A node MAY try to join the group up to MaxJoinAttempts times if its previous attempts failed. If a node finally receives no JREPs (even no JREP from the NC), it may decide to be the GC for this group. In this case, the node could be in a network partition without the NC.

9.5.2.1.2 An OnTR joining the group
An OnTR shall simply change its status from OnTR to GM to join the group. 

9.5.2.1.3 The NC or an OffTR joining the group
The NC or an OffTR, when joining the group, shall simply change its status to GC and send a GCUD command frame down to the existing multicast tree indicating it will be the new GC for this group. The current GC shall give up its GC status upon receiving the GCUD frame and discard the GCUD frame without propagating the packet further.
Figure 8 illustrates the process an OffTR joins the group. In this figure, Node C was an off-tree router (between the current GC, Node B, and the NC, Node D) before it decided to join the group. When it wants to join the group, it simply changes its status to GC and sends a GC update frame to Node B. Node B shall give up its status as GC because Node C is between the NC and itself. Note here we assume Node B is not a GM. The NC shall follow the same rule when it joins.

[image: image38.emf]D

C

NC

GC

OffTR

OnTR

GM

Non-GM

B

A

D

A

C

B

G

C

U

D

Assume Node 

B is not a GM


Figure 8. OffTR joining

9.5.2.2 Leave the Multicast Group

This protocol allows any members (including the GC) to drop themselves out from group communications. Depending on their statuses of participation, some nodes should still contribute to the communication even after they give up the membership. 

To leave a multicast group, a GM shall first check whether it is a leaf node when it wants to leave a multicast group. If it is, it shall send a LREQ to its parent node; otherwise, it can only change its multicast status from GM to OnTR and shall not fully leave the tree. Upon receiving a LREQ from a child node, the parent node shall respond with a LREP and delete all the multicast information related to this child.

If the leaving of a child node makes the OnTR parent node a leaf node, then the parent node shall also send a LREQ to its parent to prune itself from the multicast tree. If the leaving of a child makes the GC have only one multicast child for a group, the GC shall give up its role as the GC if it is not a GM. If the GC finally finds all of its multicast children have left, it may choose to leave the group too. In this case, the GC shall send a LREQ to all OffTRs and NC to delete all the information about this multicast group.
Figure 9 illustrates the above leaving rules. Node A can leave the tree by sending a LREQ to Node B since it is a leaf node. The leaving of Node A makes Node B, a OnTR, a leaf node. Node B will also leave by exchanging LREQ/LREP with its parent node, Node C. Assuming Group Coordinator C is not a GM, it will then find that it now has only one link to the multicast group after B leaves. Node C shall give up its role as a GC by sending a GCUD to its only child and becomes a OffTR. Node D changes its status from OnTR to OffTR after receiving the GCUD. The first GM receives the GCUD, Node E in this case, shall become the new GC for the shrunk multicast tree.
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Figure 9. Leaving the multicast group

9.5.2.3 GC Role Migration
The GC’s sole task is to set the lowest tree level of the multicast tree and act as the root of the multicast tree so that multicast packets will not propagate outside the multicast tree. However, lowest tree level of the multicast tree is not fixed because this algorithm allows nodes join and leave the multicast group dynamically. The role as a GC hence needs to be migrating from one node to another in the following two cases.

9.5.2.3.1 New GM joins
When a new GM outside the existing multicast tree (not in the same branch of of the GC) joins the group, the role of GC may need to be migrated from current GC to the common parent of the newly joined GM and the existing multicast tree. The algorithm works as below.
When an OffTR or the NC receives a JREQ, it means the JREQ is from outside the current multicast tree. The OffTR or the NC shall first reply with a JREP to the corresponding child and then send a GCUD packet down to the existing multicast tree, indicating the OffTR/NC itself is now the GC for this multicast group. All intermediate OffTRs shall change their status to OnTR upon receiving the GCUD packet. The GCUD will finally reach the current GC. The current GC shall give up its role as a GC upon receiving the GCUD command. It shall change its status to regular GM or OnTR depending on its participating level for this multicast group.

Figure 10 illustrates the GC role switch when new GM, Node A, joined the multicast group. The JREQ from Node A finally hits an OffTR, Node D. D shall become the new GC since its tree level is smaller than the current GC. Node E changes its status from OffTR to OnTR since it is now on the multicast tree. The current GC, Node F, shall give up its status as the GC and becomes either a GM or a MR.
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Figure 10. GC role migration when new node joins

9.5.2.3.2 Current GC leaves
The current GC may leave in the following two cases: 

· The GC is a GM and it wants to leave; 
· The GC is not a GM, but the leaving of a child makes the GC has only one child for a multicast group in its group communication table.
In both cases, the GC shall give up its role as the GC for the multicast group. The algorithm is given below.
When the GC detects that it has now only one child for a multicast group in its group communication table and it is not a GM, or it is a member but also wants to leave, it shall change its status to OffTR and send a GCUD command down along the tree to its child node (illustrated in Figure 9, Node C sends GCUD to Node D after both Node A and B left).
Upon receiving the GCUD, the first GM, or OnTR with more than one children in this group, shall become the new GC for this group. OnTR with only one child in this group shall become an OffTR instead of GC. It is now not on the multicast tree. Note that the GC shall still be the OffTR for the group even after it leaves.
9.5.2.4 Group Dismiss

When a group finishes its multicast session, one of the members can issue a GDIS packet to all the members to indicate the end of the group communication. The next higher layer shall determine which member has the right to issue this GDIS packet. Upon receiving the GDIS packet, all members delete all the information related to this group. The GDIS packets reduce the control traffic led by GMs’ leaving processes described before. 

9.5.3 Data Transmission Mechanism
9.5.3.1 General Description

Upon receiving the multicast request from application layer, the source node’s mesh layer puts the multicast group address as the destination address in the mesh layer header and indicate its MAC layer that the destination address of the MAC frame should be the broadcast address. The source’s MAC layer broadcasts the packet by setting both the destination PAN ID and MAC short address to broadcast address (0xffff in the case of 802.15.4).

All neighbors received this broadcast frame (at MAC layer) will pass it to their mesh layers. By checking its own status of participation of the multicast group, the “Transmission Mode” flag and looking at the destination address field in the mesh layer header, each neighbor node’s mesh layer determine whether it needs to and how to process the multicast frame. Table 29 describes the process for neighbors with different status.

Table 29. Processes for neighbors with different statuses
	Neighbor

Status
	Process

	GM
	If the previous hop of the data frame is one of its on-tree neighbor (parent/child), then the GM passes the data frame to next higher layer; rebroadcasts the data frame if it has on-tree neighbors other than the previous hop (this neighbor check prevents leaf node from rebroadcasting).

Otherwise, discard the data frame; in this case, the data frame was received from a sibling node. 

	OnTR
	Same as GM process except not passing the packet to its next higher layer for further process. 

	OffTR/NC
	If the previous hop is not a child who links this OffTR/NC to the multicast tree, unicast the data frame down to the multicast tree; in this case, a non-member node is sending packet to the group and we allow it to be forward to the multicast tree. 

Otherwise, discard the packet. In this case, the packet is out of the transmission scope. This happens when GC broadcast the packet and its direct parent (immediate OffTR or the NC) receives it.

	None of above
	In this case, a non-member node is sending a data frame to the group and this frame can only follow the tree link toward NC. So the node shall unicast the data frame to its parent. Note most data frames may hit an OffTR and be propagated down to the multicast tree without going all the way up to the NC. 


9.5.3.2 Preventing Duplicate Packets

To prevent duplicate data frames when propagating the multicast frames, a Multicast Transaction Table (MTT) is maintained in each node. Each entry of the MTT is a Multicast Transaction Record (MTR) which records the following three items of the last seen multicast frame. A newly received data frame shall be silently discarded if its values of these three items are the same as recorded in the MTT.

· Group address (Destination address)

· Source address

· Sequence Number of the data frame
9.5.3.3 Performance enhancement for data propagation

To reduce the processing overhead incurred by broadcast packet at MAC layer, a node may choose to broadcast/rebroadcast the multicast data frame only if it has more than two neighbors on the multicast tree. Otherwise, the multicast packet is unicast at MAC layer (the network layer destination address is still the multicast group address). This can be achieved by utilizing the 802.15.4 MAC layer primitives.

Although the basic algorithm is to broadcast packets along multicast tree, it is also possible to allow sibling GM/OnTRs to propagate the packets to expedite the packet delivery. 
9.5.3.4 Non-member Behaviors
This protocol allows non-member nodes participate in the multicast group communication. The following details the behaviors a non-member node can have.

Non-GM can send data frames to the multicast group but cannot receive data frames from the group. Non-GM can only unicast data frames toward NC if it does not have link to the multicast tree. When a Non-GM receives a unicast data frame toward a multicast destination and it is neither an OffTR nor the NC, it has to forward the data frame to its parent. Non-GM can unicast data frames toward the multicast tree if it is OffTR or NC because it has the information of the group.
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