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1. Introduction:
 This document is intended for helping comment resolution for the edition of <802.15.SG4a> SG4a – Technical Requirement Document (current revision: 15-03-0530-02-004a-sg4a-technical-requirement.doc, hereafter referred as TRD). 
The present document basically replicates all technical comments provided to the SG4a reflector or to the Technical Editor (some typos and irrelevant comments removed, also Technical Editor comments added when necessary, and presented the following way: [Technical Editor Comment: xxx]). It does not specifically provide new technical information.
However a brief summary of the main technical items that have been discussed is provided in section 2.
Each separate mail is referred the following way:  [i] 

Yellow highlights means:”wording proposed to be inserted in the TRD “

2. Summary of main technical items being discussed

Two main items are being explored: 

· COST 

· POWER CONSUMPTION. 

In addition to these items other topics are more sporadically discussed, such as:

· Localization (or ranging or location awareness), referred as [localization]
· Categorization of devices into classes referred as [Classes of Nodes]
· Bit rate, Data rate, Packetization, referred as [Bit Rate]
[cost]: 
[2] proposes a wording with ref. to $, while some other comments reject the use of $. If there are classes of nodes, then cost must reflect that [9]. In [14[, [15] attempt to provide objective elements such as gate count, die size, in a given techno., BOM etc., to mention that cost must allow “throw away” policy, or to make relative comparison with existing or near to exist technologies [16]  [19] proposes a simple choice with no reference to $ but reference to the size of the potential market
[Power Consumption]
All comments reflect that low energy consumption is the desirable criteria, preferably without numbers [20] [21]. Discussion about packet size and header overhead [26] and followers. May conflict with the rules (new PHY, not new MAC).[32] [33] 
[localization] 

Mainly [1] comment on complexity. Other comments are mainly about the impact on classes of nodes (does localization complexity impact the MAC or the PHY?) [35] [36] 
[classes of nodes]. 
A number of comments question the necessity to make this classification in the TRD

[9] and [40] suggests to leave 2 classes (roughly concentrators and other devices), while other comments suggest to remove this classification [36] [41]. Reasons often presented are either because it is MAC related or because an early specification would prevent bringing new ideas. [39] goes farther by stating that classes of nodes are implementation dependent only.
[bit rate]

(more precisely, bit rate, or symbol rate or packet rate …)

This discussion is also related to power consumption and classes of nodes (efficiency of short packets on the actual data rate and power consumption per payload bit []. [9] [35] reject the idea of several classes based on bit rate and recognizes the importance of packet rate. [35] supports the idea of a minimum packet rate while [36] rejects it.
[37] and [38] address the possibility of using CDMA and then provide higher aggregated bit rate, but with possible constraints on the PHY and possibly on the existing MAC. It has to be noted here again that most of these discussions are related to both PHY and MAC and can serve only for the purpose of clarification.
3. published mails 
reference period is March 2nd, 2004 to March 15th, 2004
[1] [localization]
I am by no means an expert on this subject, but have been eavesdropping in on the message boards as this topic is near and dear to my heart (and my research in WSNs).  I just wanted to make the quick comment, from experience work with localization and other middleware protocols in many forms, that the technical requirements as they stand seem somewhat idealistic.  For indoor and outdoor operation, where the cost of devices remains at or below $1 (Section 12) and energy resources are scarce (Section 8), hardware solutions such as GPS will be virtually impossible.  In addition the no infrastructure set up requirement (Section 3) coupled with range requirements (Section 5) leaves you without too many options.  Excluding UWB, ranging technology using TDOA, DTOA, or TOA requires very specific and costly hardware, and is often not feasible without infrastructure support.  RSSI which comes for free in RF systems is extremely inaccurate as everyone knows.  UWB provides opportunities for TOA measurements and seems like the panacea, but will still require some form of reference infrastructure.  Coupled with DV-Hop techniques, triangulation, and other algorithms mostly implemented and tested in the university arena and probably not suitable for a real-world application, the solution space remains somewhat limited.  In addition you need to be careful of the chicken and egg problem, as solutions may require coordination and distributed algorithms that function over multiple-hops, making it inopportune for routing to depend on location information.  Regardless just some comments to bring to everyone’s attention the fact that you need to be careful when stating such stringent requirements as you may pigeon-hole yourself up against a wall.     
 Hope this was of some value,
 
Brian M. Blum

 
 
[2] [cost] [complexity]
 

I propose the following for sections 12 (and 12.5... or at least before 13) of the technical requirements document.  The theme I feel necessary, is to follow what the 802.15.4 standard suggests, where terms like 'ultra-low complexity', and 'ultra-low cost' are continuously used, but not precisely defined.  I don't think we should put a price tag in the Cost section, but depending on what Bob Heile thinks of the cost sentence, that portion should change.

 

12)  Complexity
Complexity should be minimal to enable mass commercial adoption for a variety of cost sensitive products. Complexity (gate count, die size) and BOM shall be minimized. In a number of applications, the components are to be considered as throwaway after use.  
 

13) Cost
As expressed in the 802.15.4 standard, ultra-low cost nodes is mandatory.  The cost for a node should be limited to $1 or even a fraction of a $1 for very large volumes of production (up to millions of chips per month).
 Scott

[3] [classes of nodes] [cost]
I have a follow-up question to Brian's comments. Consider the suggestion for classes of nodes. If at least one higher-class node is required in range to make all the lowest-class nodes work, is that "infrastructure?" I continue to be confused about the meaning of this term. If every lowest-class node is required to have full peer-to -peer capabilities then I quite agree there will be no approach to $1. That's why classes of nodes were suggested, to solve the economic problem. If most of the nodes are really cheap and a few are not that cheap, that would appear to be OK for most of the applications presented.
Comments?
 

Dan
Dear all,
 

I must say, I'm  bit confused by this discussion. Are we focusing here too much on things that are directly in 802.15.4? Shouldn't we focus *MUCH* more on features / requirements that set SG4a apart from 802.15.4?
Maybe someone can help me undertand the process?
 

Bernd Grohmann

Hi Bernd,

At the moment I see the discussion as being relevant to positioning applications and so think it is relevant to 15.4a.

Thanks for pointing out that we need to remain focused, though, which is of course absolutely correct!

Larry

[4] [classes of nodes]
I don't think that a higher class node that makes the other work means infrastructure in the sense of IEEE WLAN/WPAN definition.

Just refer to the basics of 802.11 with BSS and ESS (first pages).

The higher class node in our case may just be the coordinator of a BSS which does not mean that the cell is linked to an infrastructure (meaning there s an ESS)like in the case of an AP.

 However, Larry is right. We try to simplify and not collapse PHY requirement and MAC definition of 15.4.

 I tried to recap that in rev 3 of the TRD (now posted on the repository).

 
Philippe 

[5] [Power consumption]
Please submit email comments and suggested text over the next week pertaining to this section of the Technical Requirements Document:
  
8.      Power Consumption

The device (complete communication system including alt-PHY and MAC) must operate  while supporting a battery life of months or years without intervention[Technical Editor1] .

 

Therefore very efficient power saving modes, in particular for devices that transmit sporadically. In addition the coordination of nodes must not induce frequent wake up of nodes. These mechanisms must be supported by the alt-PHY layer.

 
Question . do we put figures such as 5000 Joules battery results in 2years autonomy for class A devices ? or do we keep figure for the selection criteria doc?
 
 [Technical Editor1]Suggestion to give more precise metrics such as battery life related to number of exchanged communication bits, position fixes …

Q. from TE: is this metrics for selection criteria doc? 

Please submit email comments and suggested text over the next week pertaining to this section of the Technical Requirements Document: 
 Jason

[6] [Cost]
[Please submit email comments and suggested text over the next week pertaining to this section of the Technical Requirements Document:]
13.   Cost 

Proposition 1:
 As expressed in the IEEE 802.15.4 standard, ultra-low cost is mandatory for most of the applications.

(variant) : … as low or lower than 802.15.4 devices

Proposition 2: 
The cost for a node has to be limited to 1$ [Technical Editor1] or even a fraction of a $ for very large volumes of production (up to millions of chips per month).[Technical Editor2] 
 


 [Technical Editor1]This topic has to be further discussed:

-          do we use $ figures (cost only)

-          do we use comparison ratio with reference solutions (e.g. Bluetooth)

-          do we expand semiconductor factors

-          do we categorize per applications?

-           

 [Technical Editor2]04/0303 Conclude on that : do we remove?

[7] [classes of nodes] [cost] [Bit Rate] [location awereness]
[Bit Rate]

Dear Philippe,

Here are some comments I have to the technical document.

1. Section 3:

Leave 2 classes. Packet forwarding is performed at the MAC layer so there is not point for differentiation at the PHY layer. Supporting low traffic vs high traffic which theoretically is subject of MAC layer, practically affects PHY layer as well. So a tentative wording might be: Class A: Regular, low functionality device (it does not measure others location, it doesn't connect to WAN) which supports low peak traffic. Class B: Concentrator - It measures other devices, it connects to outside world, it supports high peak traffic.
By the way if I understand correctly there was subgroup formed for this issue so I would like to contribute and follow to this subgroup somehow. 

2. Bit rate. I recommend there will be only one bit rate to simplify the system. The problem with wide variety of bit rates is the sync sequence, which must be designed to support the lowest bit rate, which makes the higher rates highly inefficient in the MAC layer.

3. Bit rate is not so important as packet rate. In control applications like we are shooting at, there is low amount of payload in each packet. So we should define a minimum packet rate for say 100bits payload. Can we say "Minimum packet rate at single node output for 100bits payload (including address) is 10 packets/second".

4. QoS: A maximum response time for new devices entering the coverage area need to be defined. If there are two classed of mobility,

500ms max for low mobility and 50ms for high mobility.

5. QoS: For devices moving within the coverage area, again the response time for interrogation should be bounded. Possibly the numbers are the same as above.

6. Regarding Cost. First we should mention separately cost of all various classes (short calculation: current draft defines 3X2X3=18 classes). In any way one wants to set a limit on a node cost, it must be explicitly said that node includes: MAC, PHY, Battery, Antenna, and all needed components around it.

7. Location awareness. The accuracy is dependent on the signal quality, hence roughly on the distance between transmitter and receiver. Can we define the resolution as distance/X where X is a factor.

8. The time needed for locating a device is also critical parameter. It is reasonable to demand that the same 500ms for acquiring a new node also sufficient for locating it.

Dani Raphaeli

[8] [air channel]
Philippe,

my suggestion is the following: use the first formulation, but with a 

few slight modifications.

It is anticipated that the channel environment will may be dramatically different from the current ones (i.e. those established for 2.4Ghz, 5Ghz, High Bit Rate UWB), due to the high specificities of the considered applications in term of range, and environments. Outdoor environment has to be taken into account, not necessarily restricted to LOS. Large range is a common characteristic to most of the applications, specific harsh environments need to be considered, e.g. factory environment or large containers, with strong multipath effects.

I eliminated node density, as this has no impact on the channel model I wonder what "large range" means? I thought we consider only up to 

about 100m? Should there be any reference to the channel models that we are currently developing in the subgroup? Or does that go into the technical selection criteria?

Andy
[9] [air channel]

Hello, Andy,

Thanks a lot. I work on that.About your Q. on channel models,.my only concern is that it could appear as a precluded choice (very large band, specific frequence limits...) I fully understand that technically, but what about IEEE rules if we put that in this non-technical-choice-driven TRD?

Philippe
[10] [bit rate]
Thanks a lot.

[…] As to your Q. about following the subgroups. 

We are not so many at this time.

So I will forward all valuable discussions sent to me to the whole group, while taking care of mentionning in the Object :

1 COST

2 POWER consumption

3 device classification  [Technical Editor Comment: also referred as Classes of nodes]
Just a remark about bit rate: I guess some of us will react on your suggestion (just one class), since many considered this feature as a strong way to decrease cost and power consumption for very simple, non talkative devices. Let's discuss. Your suggestion about leaving the conventional IEEE model when it comes to packets length (which, roughly speaking, allows up to several Kbytes in one packet) is interesting. We can even think in that case of fixed length of 100 bytes to simplify PHY (and MAC). Indeed, we are again facing this issue of specifying MAC as well. And in the end, I also recognize that many have in mind that even in the case of variable bit rates, people would like to avoid superimposing several different modulations (as for BPSK, QAM etc...), but rather play with other parameters, such as time axis (period of symbol or size of symbols bursts...) But this is a story for next steps, not for the TRD. 

philippe

[11] [cost]
Jason,

I find it problematic to state absolute Dollar cost (BTW: is this manufacturer's BOM cost or the end user cost?) given today's dynamically changing economic situations around the globe where the value of a "1 Dollar" is unfortunately not anymore "cast in Stone" for ever; just consider the dynamics in the Dollar/Euro ratio lately, etc..

In any case, the "cost" will much depend on where the manufacturer eventually produces and in which geography he sells the product. Perhaps one could state that depending on the technology's state-of-the-art at any given time, both the DC power consumption and the "cost" should be minimized as much as possible (... in this way the competition will assure that we will see "minimized solutions").

Just an idea 
Walter Hirt

[12] [cost]
Thanks Walter.

Already been a long debate. Refer also to previous remark.

Cost can just be related to non ambiguous coefficients (for example gate count, die size, in a given techno., BOM etc.). We cannot include research amortizement, IPRs margins...) we would be close to price, which is absolutely forbidden.

I clearly recognize it's a difficult topic and we are tempted to quick in touch, by just saying "minimize as much as possible". However I wonder if any of the IEEE PARs or TRDs have ever omitted to say that.

Here I think a new standard, which would potentially promise zillions of sensor nodes, active tags etc..., really deserves a more focused statement. The Q. is which one? I would favor some form of relative comparison without mentioning dollars, possibly related to the fact tat we consider new, specific, mass application in the longer term, such as the ones I have mentioned above. 

Philippe 

[13] [cost]
I know this conversation has already been mulled over quite a few times but what about a cost metric that takes the application into consideration to avoid hard dollar costs.  For example, proposed applications talk about adhering these sensors to equipment or distributing them into the environment, and while the environmental issues for truly "disposable" devices remain a separate issue, one cost metric could be this disposability.  The idea here is that the device should be so cheap that if one should fail it's not worth the time and cost of retrieval that currently exists for PDA's, cell phones, or current sensing technology.

Brian M. Blum

[14]  [cost]
We could also address this issue by referring to a known entity like 802.15.4 or Bluetooth.  By stating something like a cost no greater than 110% of 802.15.4.

Pat Kinney

[15] [cost]
Walter,

Thank you for your comment; I think many of us feel uneasy talking dollars; I believe the committee will modify those sections to reflect comparisons, but even those are difficult. I do not think we have a good mechanism to say low cost, except maybe 1/10 of the cost of a device, and give a range of device costs - same could work for power consumption, 1/10 of device cost.

Obviously we have not settled on a % number either, just using 1/10 as an example.

Jason

[16] [cost]
Pat,

I wouldn't agree that 802.15.4 and Bluetooth are known entities; what are the cost of those solutions these days?

Jason

[17] [cost]

The logical barriers to saying anything more specific than "cheap" for Class A are high indeed. For example, throwaway (not repair if broken) cost is usually on the order of $100 to $1000, based on other considerations, but this is clearly way too high for the target markets. No matter which way we look at it, there are serious objections to being specific. I propose we do not be specific, just like everybody else.

How about something just to give a flavor, like "suitable for deployment in quantities of tens of millions in the application markets."
Dan

[18]  [Power Consumption]
I suggest we not be very specific at this time. The reason is that the full set of tradeoffs will only become apparent with the submission of technical proposals, and when that happens, it would be good to have as much freedom as possible to make tradeoff decisions. The inclusion of specific energy requirements at this time will certainly reduce the range of choices available later, and we cannot foresee the effect this may have.
It is already perfectly clear that low energy consumption is in the short list of desirable traits.
Dan
 
[19] [Power Consumption]

Dan makes a very good point.  Implicit in this argument is the use of energy vs power.
 

Pat
[20] [Power Consumption]
I agree completely, especially as we're considering support for classes of devices with differing performance / power consumption / battery life trade-offs.
 

Colin

[21] [Power Consumption]
What is wrong with the existing text Philippe has in section 8, less the text that starts "Question . do we put...."? 
Colin

[22] [Power Consumption]
Does anyone, in this case, have a proposal for text for the technical requirements document?
 

Jason
[23] [Power Consumption]

How about:

 The device (complete communication system including alt-PHY and MAC) must operate  while supporting a battery life of months or years without intervention[Technical Editor1] . Therefore energy efficiency is very important. In addition the coordination of nodes must not induce unnecessarily frequent wake up of nodes. These mechanisms must be supported by the alt-PHY layer.

 

Dan
[24] [Power Consumption]
Colin
The current 15.4 PHY adds 6 bytes of overhead (I don't envision 4a reducing that number) and the 15.4 MAC adds 9 bytes for networks with short addresses and 25 bytes for networks with long addresses.  So the overhead should range from 15 to 31 bytes or 120 to 248 bits.
The long addresses (64 bits) could be appropriate for large networks with devices that seldom ever turn on.  Short addresses save overhead but are ambiguous.
 Pat Kinney 

[25]  [Power Consumption][bit rate]
Hi all,
 

We should be clear in our output that low energy is the goal. What I mean is, we should use the word "energy" and avoid the word "power." This is more in line with desired long battery life. If the PHY uses UWB OFDM but is low energy, we're happy. I don't care if it requires 1 watt for 10 usec, that would be terrific. (Doesn't seem very likely, though!) This even argues against data rates and for message size specifications. We don't really care what the data rate is. Data rate is power, it is not energy. Message size is energy.
 

This also inplies that a MAC which has large overhead requirements will be undesirable because it is contrary to low energy usage, so we are perhaps bumping against the rules. So be it, the market wants what it wants. What is "large overhead?" Speculation, for discussion sake: If the typical class A message was 100 bits then a MAC overhead of 1000 bits is not compatible. The nature of the MAC is directly involved with one of our prime goals. But, maybe, certain kinds of network functionality require 1000 bits of overhead per message. I don't know about that, but I'm sensitive to it. To those who are more familiar with the 802.15.4 MAC, I beg your comments. I'm not looking for a new MAC, I'm worried we might define a set of requirements which needs one.
 The MAC would like to have most of the defined fields not required for Class A nodes; that's low energy.
What are the rules for this committee about the 802.15.4 MAC anyway?
Dan
[26] [Power Consumption]
In my experience, 15 to 31 bytes of overhead is on the large side.  Some of the sensing applications we have put together send anywhere from 3 to 18 bytes of data, making the headers larger than the payloads.  I realize varying applications will require different degrees of overhead, but I suggest that efforts should be made to reduce this number as it is not appropriate for data collection networks with lower communicaiton requirements.  

 

Brian

[27] [Power Consumption]
I would like to second Brian's recommendation.
 

Dr. John Farserotu
CSEM
[28] [Power Consumption]
[…] Brian; 
but I believe that it is out of 4a's scope to change the MAC in this respect.  I also do not see how we can significantly reduce the PHY's overhead of six bytes (4 for preamble, 1 for frame delimiter, 1 for packet length).
 

Pat

[29] [Power Consumption]
I completely agree wih Pat.
Brian M. Blum

[30] [Power Consumption]
Pat, Jason and all the leaders:
 

Can you direct me to a place where the scope of 4a with respect to MACs is explained? If we are starting out with a factor of 2 to 10 hit on energy efficiency due to the MAC overhead, if this is indeed true, then it would be good for everybody if I would stop saying things which are out of scope and simply learn it and work with it. So what is in scope? Please help educate me. I'd like a crystal clear answer on whether MAC changes are forbidden or not. *Any MAC changes at all* may make 4a incompatible with 4 as it now exists. What is the MAC requirement on this committee?
 

Dan
 
Good question Dan
The scope as stated on the PAR is to: 
"To provide a standard for a low complexity, low cost, low power consumption alternate PHY for 802.15.4 (comparable to the goals for 802.15.4)...."  
So clearly TG4a may make any changes appropriate to the PHY.  But the scope with respect to the MAC is implicit.  Current interpretation is that the 4a amendment may make those changes necessary to implement the PHY.  But since this is only an amendment PAR, significant changes throughout the MAC are usually not allowed.  Usually extensive changes call for a revision PAR such as 4b.
 Examples are to increase the number of channel numbers in the MAC, to allow for additional PIBs, additional SAPs to carry ranging information to the upper layers, etc.  I believe that changing the amount of overhead due to addressing schemes, informational headers, etc. would be beyond the scope of 4a since they would definitely affect operation of the MAC.
I have copied Bob Heile on this email to allow him to comment on the scope of 4a.
 
Name???

[31]  [Power Consumption]
May we suggest "the technology is implementable in a single chip of well available process" which is a practical requirement to push the cost down?

Dani Raphaeli

[32]  [classes of nodes] [cost] [Bit Rate] [location awereness]
[Technical Editor comment : update of [9]]
To everybody,

Here are some comments I have to the technical document.

1. Section 3:

Leave 2 classes. Packet forwarding is performed at the MAC layer so there is not point for differentiation at the PHY layer. Supporting low traffic vs high traffic which theoretically is subject of MAC layer, practically affects PHY layer as well. So a tentative wording might be: Class A: Regular, low functionality device (it does not measure others location, it doesn't connect to WAN) which supports low peak traffic. Class B: Concentrator - It measures other devices, it connects to outside world, it supports high peak traffic. By the way if I understand correctly there was subgroup formed for this issue so I would like to contribute and follow to this subgroup somehow. 
2. Bit rate. I recommend there will be only one bit rate to simplify the system. The problem with wide variety of bit rates is the sync sequence, which must be designed to support the lowest bit rate, which makes the higher rates highly inefficient in the MAC layer.
3. Bit rate is not so important as packet rate. In control applications like we are shooting at, there is low amount of payload in each packet. So we should define a minimum packet rate for say 100bits payload. Can we say "Minimum packet rate at single node output for 100bits payload (including address) is 10 packets/second".
4. QoS: A maximum response time for new devices entering the coverage area need to be defined. If there are two classed of mobility, 500ms max for low mobility and 50ms for high mobility. 
5. QoS: For devices moving within the coverage area, again the response time for interrogation should be bounded. Possibly the numbers are the same as above. 
6. Regarding Cost. First we should mention separately cost of all various classes (short calculation: current draft defines 3X2X3=18 classes). In any way one wants to set a limit on a node cost, it must be explicitly said that node includes: MAC, PHY, Battery, Antenna, and all needed components around it. 
7. Location awareness. The accuracy is dependent on the signal quality, hence roughly on the distance between transmitter and receiver. Can we define the resolution as distance/X where X is a factor. 
8. The time needed for locating a device is also critical parameter. It is reasonable to demand that the same 500ms for acquiring a new node also sufficient for locating it. 
9. Regarding Cost. I suggest to say that the technology should be implementable in single chip VLSI of commonly available process.
Dani Raphaeli

[33] [classes of nodes] [cost] [Bit Rate] [location awareness]
I have some comments to your last message [Technical Editor comment: comments to [35]].
1. It is not at all clear to me that supporting low traffic versus high traffic affects the PHY layer in any significant way (as long as the PHY is designed to be low-power): why isn't it just a matter of communicating more or less frequently?  Note that I've assumed that the PHY does somehow permit ranging in either case.  See also number 3 below.

Consequently, why is the matter of classes of devices (those that don't measure other's location and don't connect to a wider network versus those that do one or both) a PHY issue?  As long as the alternate PHY supports the whatever the 802.15.4 MAC requires, why is there a need to set a separate requirement on the alternate PHY?

2. Bit rate and symbol rate are different.  Systems can be designed to support multiple bit rates without any change in symbol rate or in sync structure.  Why are higher bit rates designed to be used in conjunction with lower bit rates (same sync structure) "highly inefficient in the MAC layer"? Why should we bias the technical requirements of an alternate PHY toward a particular approach?

3. I think packet rate is completely set by the MAC and application layers and not a parameter in a PHY standard.  By the way, dictating a minimum packet rate is very bad for battery life.

4. and 5.  QoS issues of response time are swamped by MAC timing issues, not PHY timings (unless the PHY is very badly designed).  These appear to me to be irrelevant for PHY definition.

8. I argue that the time to acquire the location of a node is far more strongly influenced by the MAC and application layers than the PHY layer.  I believe we've already noted that location is a function done above the MAC and that the best we can hope to accomplish is ranging.  I do think that the eventual PHY standard can provide the necessary hooks for functions at higher layers to locate, but I think it is clear that the time to perform these functions is influenced very little by the timing of functions in the PHY.

I've no argument at all that the market needs from which these comments come are real; I agree with almost all the market needs (and would argue that many are too conservative).  That said, we need to remember that the 802.15.4a activities are concerned with an alternate PHY.  We also need to remember that our current task is to try to distill a set of technical requirements on the alternate PHY that supports interoperable products that meet these market needs.  The eventual standard will detail the interoperable on-air signaling that the 802.15.4 MAC (with minor extensions to meet the 802.15.4a alternate PHY) can understand.   We must be careful to separate out only those technical requirements that belong to the alternate PHY and to leave the requirements for MAC changes (beyond those strictly necessary to support the alternate PHY) to another PAR.

Colin Lanzl

[34] [Bit Rate]

Off course most of the issues raised are MAC issues, but they already appear in the Phy requirement doc. They appear without numbers so I added some numbers. The way to Technical Editorase such things is that the Alt-Phy with combination with the existing, or slightly changed MAC, should have such features.

Regarding point 1. With UWB you can have multiple packets overlapping (CDMA concept). This is why you can have concentrator handling many packets of low bit rate at once.

Dani Raphaeli

[35] [Bit Rate]

Hi Dani:

Your last point of CDMA is very interesting [Technical Editor Comment:Dani Raphaeli’s message [37]].  The 15.4 MAC was not defined with CDMA in mind, I am concerned about the management commands not working correctly in this scenario.  This is not to mean that we cannot do CDMA, just that we should understand the impact of these decisions on the MAC's operation.

Pat Kinney

[36] [Bit Rate]

I agree that any particular device may have a PHY that can send packets at a low rate and that there may be many packets in the medium simultaneously. Why is the PHY in a concentrator any different than the PHY in a minimal-configuration node?  The only difference I see is that the concentrator may need to be active more often than a minimal-configuration node (sleeps less).  To ensure interoperability, the basic mechanisms of communication and ranging have to be present in all nodes, right?  So the functions and timings in the PHY are no different between the concentrator and the minimal-configuration node, correct?

[Comment from Technical Editor :see comment to this paragraph below from Daniel Babitch in [40]]
I'm still unclear why the technical requirements for the PHY need to be different for different classes of PRODUCTS. I heartily agree that there should be different classes of products; however that appears to me to be an implementation issue, not an issue that needs to be addressed for an (interoperable) alternate-802.15.4 PHY standard.

I could be convinced (though I've yet to be so) that different range resolution requirements may drive a technical requirement for different classes of PHYs. It makes sense to me that increasing die size (=cost and current/energy consumption) might well go along with increasing resolution, particularly if the resolution range spans 1 meter to 1 cm.  However, I can think of ways to accommodate the set of range resolutions we've specified that can use the same PHY.  I think this area still needs some discussion.

As you can see, I'm bringing the case forward that we do not NEED classes of devices in the technical requirements document for an alternate PHY.  What we WANT is products that exhibit classes of performance, but I think this is best left to the creativity of implementers, not to the selection of a proposal leading to a standard PHY.  In fact, I think this may be biasing the requirements to a particular implementation, something we should avoid.

Colin

[37] [classes of nodes]
 [Technical Editor comment: comment to [39] first paragraph]
I disagree. In some ranging schemes, the smallest nodes don't have to measure anything and the concentrators are much more complicated.  We naturally have a PHY which is tending toward the asymmetric for the simplest and most likely configurations. This leads to PHY requirements which are grossly asymmetric in direction. These kinds of highly asymmetric systems which have the most potential for the largest markets for silicon area.

I believe the point of defining classes is to encourage the system designers to think about asymmetric system design. It is even possible, although less likely, to have a PHY which is *completely different* in two directions of a link.

Daniel Babitch

[38] [classes of nodes]
Dan:

OK, let me see if I can understand: all PHYs have the capability of bi-directional communication because this supports the necessary management / configuration / communication functions.  Some nodes have ranging capability, others do not.  Consequently, the PHY at minimal nodes are different than those with ranging capability?  It is not clear to me that the impact of inclusion of ranging is so big that it seriously affects the die-size and current consumption of the PHY.  In essence, I think that any PHY that synchronizes to an incoming signal effectively provides all the functions at the PHY layer to enable ranging.  The actual ranging calculation can be done in either the PHY or MAC layers (or even above them), but it is not clear to me that this requires different classes of PHYs.

It is clear to me that PRODUCTS that continuously monitor the medium for other node's signals so that they can communicate and range with them will consume more current and probably need to have additional capabilities above the PHY.

I'm trying very hard to get us to focus on the PHY.  I do whole-heartedly agree that the SYSTEM can be asymmetric and that this should be accommodated in the technical requirements for the alternate PHY. However, I'd rather not see us put restrictions on the PHY that are not necessary.   I've still seen no compelling argument that convinces me that PHY classes are necessary.   I'd rather not use the technical requirements for the alternate PHY as a roadmap for later work on the MAC.

Now, if you are suggesting that the technical requirements for the alternate PHY contain devices that only communicate in one direction, I might agree with you that this forces two PHY classes.  However, I don't see how such devices fit within the constraints of the 802.15.4 MAC (essentially, the ACKs force a symmetric, bi-directional communication link).  Also, the second sentence of the technical requirements doc (re-inforced by the summary section) emphasizes that this project will define a system "intended for low-rate WPAN communication systems": I maintain that the context of 802.15.4 requires us to maintain bi-directional communication links.  Am I in error?

Colin
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