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2.1. Use case 1: Regional HD-map downloads

2.1.1. Use case description

Modern vehicles rely on High Definition (HD) map data for safe and autonomous operation. In this use case, it is clarified that the vehicle functions as a non-AP station (non-AP STA) to opportunistically connect to external IEEE802.11 WLAN access points (APs) for downloading region-specific map data. This enhances map accuracy, utilizes local infrastructure for efficient data exchange, reduces cellular data costs, and enables timely map updates. In addition, edge servers connected to APs can locally cache and serve HD-map tiles directly over the WLAN, ensure low-latency delivery, and handle update processing at the network edge. The use case comprises two primary scenarios:
Scenario 1: Stationary or near-stationary Download
This scenario involves non-time-sensitive HD-map operations where timing flexibility allows for comprehensive data transfers. In this scenario, non-AP STA (vehicle) download the HD-map data element data by opportunistically connecting to APs, typically deployed at parking areas, service stations, or charging station, dealer shop along the vehicles’ planned route. 
Substantial data volumes (~dozens of GB) transfer with high reliability needs but flexible timing constrains, for example [1-5]:
·  Full-region map refresh: download ~8GB over a 15-minute dwell
·  On-demand segment pull: download ~300MB for the next 20km roadway when stop 
time is limited to 3-5 minutes
· Incremental map updates: download 50~200MB of updated map tiles for specific 

geographic regions


Data transfers should support resumable, integrity-checked sessions which may be covered by upper layer such as HTTP byte-range request or application-layer checkpointing, so that if a connection drops, the non-AP STA (vehicle) can resume exactly where is left off.

Upon non-AP STA (vehicle) arrival and during stationary or near‑stationary (≤ 10 km/h) conditions, the non-AP STA (vehicle) obtains an opportunistic WLAN connection window, typically lasting several to dozens of minutes, during which it can download regional HD‑map segments. However, RF impairments (mobility‑induced fading, transient link drops), dense‑deployment interference and congestion, and contention during network discovery and association significantly erode usable transfer time. Moreover, in this scenario, multiple non-AP STAs (vehicle) may download common map elements. Delivering identical map elements via individual unicast sessions exacerbates redundancy and congestion in high‑density scenarios (e.g. busy parking facilities). To maximize offload efficiency, the system must minimize discovery and connect‑setup latency, support robust session resumption for large transfers, and enable group‑oriented delivery mechanisms that reduce redundant traffic.
Senario 2: Local Dynamic Map Updates when drive-thru
This scenario involves time-sensitive HD-map operations where immediate delivery is critical for safety and navigation effectiveness. In this senario, Non-AP STA(vehicle) travelling at moderate speed (e.g. ≤ 60km/h) passes through roadside APs’ coverage cells, yielding one or successive short “drive-thru” connection windows typically on the order of 10-20 seconds per AP. During each brief interval, the Non-AP STA(vehicle) need to opportunistically exchange low‑latency map and telemetry data with the cloud or edge server via the WLAN connectivity 
Dynamic map updates in this scenario involve [2-5]
·  Downloading moderate‑sized data objects (e.g. 50 MB)—for example, real‑time traffic 
overlays, temporary road‑condition warnings or signaling information—with latency requirements in the sub‑second to several‑second range. 
·  Critical safety updates including temporary lane closures, construction zones, or hazard 

notifications that require immediate delivery

Effective drive‑thru data offload faces several key challenges: mobility-induced rapid signal fading and transient drops create highly variable link quality and force frequent retransmissions; each roadside‑AP encounter lasts only 10~20s, imposing a stringent cap on transferable data volumes; network scanning, channel switching, and 802.11 association/authentication procedures introduce overhead relative to these brief windows; full or partial re‑authentication and roaming between intra‑ and inter‑ESS cells further erode usable time; and dense urban deployments with multiple APs and co‑channel users produce contention and interference that degrade effective throughput.
2.2. Use case 2: Sensor-data Sharing
2.2.1. Use case description

This scenario involves non-time-sensitive sensor data operations focused on collaborative ecosystem enhancement through comprehensive data contribution. Modern vehicles are equipped with sophisticated sensor arrays including LiDAR, cameras, radar, IMU, and GPS systems that continuously collect environmental data. In this use case, vehicles function as non-AP stations that opportunistically connect to IEEE 802.11 WLAN access points to upload collected sensor data to cloud services or edge computing platforms. This sensor data sharing creates a collaborative ecosystem where each vehicle contributes to overall map improvement, traffic pattern analysis, and road condition monitoring.

The sensor data sharing use case comprises two primary scenarios:
Scenario 1: Bulk Sensor Data Upload While Stationary/Near-stationary
  In this scenario, non-AP STA (vehicles) upload large volumes of collected sensor data by opportunistically connecting to APs during extended dwell periods at parking areas, service stations, charging stations, or similar locations.

Substantial sensor data volumes require upload with high reliability but flexible timing constraints. Examples include:
· Extensive sensor data sharing: upload ~5GB of sensor data (LiDAR point clouds, camera frames, IMU logs, GPS traces, etc.) during a several-minute stop
· Processed environmental maps: upload ~1-2GB of locally processed 3D point clouds and semantic annotations
· Driving behavior analytics: upload ~500MB-1GB of anonymized driving pattern data for traffic optimization
Data uploads should support resumable, integrity-checked sessions to handle connection interruptions. The uploaded sensor data contributes to HD-map generation and verification, Traffic pattern analysis and prediction, Road condition monitoring and infrastructure planning, Autonomous driving algorithm training datasets.
Scenario 2: Time-Sensitive Event Reporting in Motion
This scenario involves time-sensitive sensor data operations where immediate upload and distribution are critical for safety and situational awareness. In this scenario, non-AP STA (vehicles) travel at moderate speeds and pass through roadside APs' coverage, creating brief connection windows of 10-20 seconds. During these intervals, vehicles need to upload time-sensitive event reports and compact sensor data.

Real-time sensor data sharing in this scenario involves:
· Uploading compact event reports (e.g., 10 KB each) reflecting detected dynamic objects such as unexpected obstacles, lane-closure alerts, accidents, or road hazards—which demand end-to-end latencies of a few seconds at most to remain actionable
· Critical safety notifications including detection of pedestrians, cyclists, emergency vehicles, or hazardous road conditions
· Traffic condition updates such as congestion patterns, parking availability, or infrastructure status
The uploaded real-time data enables: Immediate safety alerts to other vehicles, Dynamic traffic management and routing optimization, Real-time map annotation with temporary conditions, Collaborative perception for enhanced situational awareness
Effective drive-thru sensor data upload faces similar challenges to map downloads: brief connection windows, mobility-induced link quality variations, authentication overhead, and network contention in dense deployments.
2.3. Use case N
3. Requirements and Potential features analysis (high level)

3.1. Requirements
The automotive use cases described in section 2, such as regional HD-Map dowloads, highlights WLAN’s critical role in supporting automotive applications. This section defines the key requirements for vehicles leverage opportunistic WLAN to offload vecular data, whether stationary/near‑stationary or drive‑thru urban:
3.1.1. Requirements for regional HD Map downloads
The HD MAP download use case highlights WLAN’s possiblilities in delivering map data to vehicles. This section defines the key requirements specially for vehicles downloading HD map data
· Fast network discovery & connection for map downloads: 
Rapid identification and establishment of WLAN connections are crucial to maximize the limited time available for map data downloads in both stationary and mobile scenarios. 

Stationary scenarios (e.g. Scenario 1 in section 2) require connection within 30s for 15-minute/8GB full-region downloads (>95% transfer time preservation) and 15s for 3-5 minute/300MB on-demand segments. Authentication should handle dense-deployment interference with pre-authentication leveraging predictable stops. 
Mobile scenarios (e.g. Scenario 2 in section 2) demand 100ms connection during 10-20s drive-thru windows for 50MB downloads at ≤60km/h. Sub-second latency for traffic overlays requires immediate connection without scanning delays, with mobility-optimized discovery handling signal fading and predictive AP selection.
However, these timing requirements may face potential challenges from dense deployment environments where multiple vehicles compete for access, legacy infrastructure lacking automotive optimizations, RF interference from vehicle electronics, and mobility-induced effects such as limited coverage windows and signal fading at higher speeds.
The potential challenges necessitate the implementation that requires parallel multi-channel scanning, enhanced service advertisement, FILS optimization for vehicular movement, priority-based association for high-density scenarios, and off-channel neighbor detection.



· Fast and seamless roaming for continuous map updates:
Reliable transitions between APs or across networks (e.g. inter/intra-ESS and WLAN-to-cellular) are essential for continuous connectivity across different mobility conditions especially for mobile scenarios where vehicles travel at moderate speed (e.g. ≤ 60km/h) and encounter successive roadside APs. 
Fast re-authentication and credential pre-loading enable seamless switches with minimal interruption (e.g., under 200ms). Group key management avoids rekey delays during handoffs, while routing optimizations like tunneling maintain IP continuity, particularly during inter-ESS transitions where delays may be reduced to under 2 seconds. 
Enhanced rate adjustments at the PHY layer adapt to signal fluctuations and doppler effects, ensuring stable connectivity. Recovery from failed handoffs may rely on upper-layer fallback mechanisms to maintain robustness, complementing lower-layer techniques that drive efficient roaming.
· Efficent downlink data transfer for map distrubution:
Map download scenarios require optimized downlink transfer mechanisms to handle diverse data patterns:

Bulk map downloads: 8GB full-region refresh over 15 minutes requires sustained high-throughput downlink with minimal interruption.
On-demand segments:300MB downloads within 3-5 minute windows need burst downlink capacity

Dynamic updates: 50MB traffic overlays with sub-second latency requirements demand prioritized downlink delivery

Multiple vehicles downloading identical map elements in high-density scenarios (busy parking facilities) necessitates broadcast or multicast delivery mechanisms to reduce redundant unicast traffic and network congestion. Edge caching enables local map tile serving to minimize backhaul traffic
· Resumable map download sessions:

Large map downloads (8GB full-region, 300MB segments) maybe interrupted by RF impairments or mobility. Upper-layer mechanisms (HTTP byte-range requests, application-layer checkpointing) enable vehicles to resume map downloads exactly where they left off, preventing redundant re-downloads of already received map tiles.
· Prioritized delivery for time-sensitive map updates:
Dynamic map updates containing time-sensitive information (lane closures, hazards, construction zones) require prioritized delivery over bulk map downloads. QoS mechanisms must distinguish between time-sensitive map updates and background map refresh operations.
3.1.2. Requirements for sensor data sharing

The sensor data sharing use case emphasizes WLAN's role in enabling collaborative automotive ecosystems through efficient upload of vehicle sensor data. This section defines requirements specifically for vehicles uploading sensor data via opportunistic WLAN connections.
· Fast network discovery & connection for sensor uploads:

Sensor upload connection establishment requires uplink-optimized discovery mechanisms for collaborative data sharing and time-sensitive reporting. 
Stationary scenarios (Scenario 1) need sustained uplink capacity for ~5GB sensor datasets (LiDAR, camera, IMU data) with flexible scheduling to accommodate large collaborative data transfers. 
Drive-thru scenarios (Scenario 2) prioritize immediate 10KB time-sensitive alerts (obstacle/accident reports) within 100ms connection windows. Authentication requires vehicle identity verification for data integrity and contributor validation in collaborative ecosystems. Discovery mechanisms must identify upload-capable infrastructure with sufficient uplink capacity and processing capabilities for time-sensitive event distribution.
· Fast and seamless roaming for continuous sensor reporting:

Roaming capabilities are vital for maintaining upload sessions of processed environmental maps (~1-2GB) across multiple AP coverage areas. Time-sensitive event reports (accident detection, hazard notifications) should reach network infrastructure without interruption during vehicular movement.

Seamless handoffs enable continuous sensor data uploading for collaborative perception and time-sensitive traffic monitoring applications. The uplink-intensive nature necessitates capacity-aware AP selection based on upload bandwidth rather than signal strength, while stateful handover mechanisms must preserve upload progress and data integrity. 

· Efficient uplink data transfer for sensor sharing:

Sensor sharing scenarios require optimized uplink transfer mechanisms to handle asymmetric upload traffic patterns:
Bulk sensor uploads: 5GB LiDAR point clouds and camera frames during stationary periods require sustained high-throughput uplink capacity

Processed data uploads: 1-2GB environmental maps and semantic annotations need burst uplink capability
Time-sensitive event reports: 10KB obstacle alerts demand immediate uplink delivery with low latency

The collaborative nature of sensor sharing requires efficient aggregation and compression techniques to minimize upload overhead when multiple vehicles report similar events or environmental conditions.
· Integrity-checked sensor uploads:

Sensor datasets (LiDAR point clouds, driving behavior analytics) must be transmitted without corruption since the collaborative ecosystem depends on high-quality contributed data, unlike map downloads where corruption affects only individual vehicles. The harsh vehicular RF enviroment, such as mobility-induced fading, muti-vehicle interference and so on, poses integrity challenges for large sensor uploads that propagate errors throughout the shared mapping ecosystem. 
Error detection and retransmission mechanisms are important to ensure sensor data integrity for accurate map generation and traffic analysis.
· Event prioritization for time-sensitive sensor reports:

Time-sentive events (accident detection, obstacle alerts, emergency vehicle detection) require immediate uplink priority over bulk sensor uploads. QoS mechanisms must distinguish between time-sensitive reports and background sensor data sharing.
· Multi-vehicle sensor coordination:

Coordination mechanism enable efficient aggregation of similar sensor reports from multiple vehicles in the same area, reducing upload redundancy while maintaining data quality. Distributed algorithms can identify when multiple vehicles detect the same event and coordinate uploads to prevent network congestion.





4. GAP Analysis
While IEEE 802.11 standards continue to evolve, several key gaps remain for automotive applications’ requirements identified in Section 3, highlighting specific gaps that prevent optimal automotive service delivery [7, 8]:

Service Discovery for Automotive Services:
Section 3 identifies automotive service discovery requirements, for example, fast network discovery within 100ms for drive-thru scenarios, capability advertisement for both download and upload services, and authentication support for sensor data sharing with certificate validation.
IEEE 802.11u [9] provides Generic Advertisement Service (GAS) and Access Network Query Protocol (ANQP) for service discovery, but multi-frame exchanges (GAS Initial Request/Response, GAS Comeback Request/Response) require 200-500ms in congested environments, which may exceed the automotive timing requirements. For example, HD map dowloads in drive-thru scenarios require that the connection establishment within 100ms. 
IEEE 802.11be[10] Multi-Link Operation (MLO) enables simultaneous operation across 2.4/5/6 GHz bands, potentially accelerating discovery through parallel scanning. However, the standard lacks automotive-specific optimizations for vehicular timing constraints and predictive discovery mechanisms required for anticipating upcoming roadside infrastructure based on vehicle trajectory. 
IEEE 802.11bn's[11] proposed coordinated spatial reuse and ultra-low latency features remain in development and are not optimized for automotive discovery scenarios where vehicles need rapid identification of upload-capable versus download-capable infrastructure.
Connetion Establishment performance:
Section 3 requires connection establishment fast, such as within 30 seconds for stationary map downloads and 100ms for mobile scenarios. Authentication overhead possibly adding 220-500ms due to vehicle certificate validation chains that exceed these targets.
IEEE 802.11ai [12] Fast Initial Link Setup (FILS) reduces authentication overhead through cached authentication and association in single frame exchanges, representing a significant improvement over traditional multi-frame authentication procedures. 
However, the standard faces challenges in vehicular environments where rapid signal strength variations at speeds of 30-60 km/h can cause authentication failures, as the mechanism was originally designed for pedestrian mobility scenarios. FILS performance may be affected by dense-deployment interference scenarios common at parking areas and charging stations where multiple vehicles compete for access.

The standard can be enhanced to address parallel multi-channel scanning requirements essential for rapid discovery in automotive applications. Pre-authentication mechanisms could also be enhanced to be optimized for predictable vehicular routes to known service locations, missing opportunities to leverage route planning data for faster connection establishment. Furthermore, priority-based association mechanisms for handling multiple simultaneous vehicle connections at busy parking facilities could be specified to decrease connection delays when vehicles arrive concurrently.

IEEE 802.11be[10] MLO could enable faster connection establishment across multiple bands simultaneously, but it can be further improved by integrating with fast connection establishment technique such as FILS for automotive scenarios. 
IEEE 802.11bn's[11] ultra-low latency features and deterministic access mechanisms could address timing constraints through coordinated medium access and enhanced fast BSS transition. However, these features are still in development and lack consideration for non-AP STAs in motion like vehicles. For example, it would be helpful if integrated with automotive route planning systems for predictive authentication
Mobility and Handover Support: 
The fast and seamless roaming requirements are discussed in section 3. For example, continuous sensor reporting and resumable map downloads, with vehicles traversing multiple AP coverage areas while maintaining upload sessions for processed environmental maps (~1-2GB) and time-sensitive event reports need fast and seamless roaming.
IEEE 802.11r [13] Fast BSS Transition provides PMK caching and 4-way handshake optimization, typically achieving 200ms handover targets for intra-ESS scenarios. However, this performance may not meet the stringent timing requirements for continuous time-sensitive vecular data transfer, such as sensor uploads identified in Section 3, where seamless transitions are essential for maintaining time-sensitive event reporting capabilities. The standard's design focus on intra-ESS scenarios presents challenges for automotive applications where vehicles traverse different operator networks, requiring inter-ESS roaming capabilities beyond the current scope.

IEEE 802.11k [14] Radio Resource Measurement provides neighbor reporting and load information that serves as a foundation for handover decisions. The standard could be enhanced with mobility prediction algorithms for anticipating access point transitions based on vehicle speed and trajectory data. Current handover mechanisms could benefit from QoS state preservation for ongoing bulk transfers or prioritized time-sensitive traffic during roaming events
IEEE 802.11be MLO could maintain partial connectivity during handovers through alternate links, offering potential for seamless transitions. IEEE 802.11bn introduces seamless roaming enhancements with reduced handover latency targets and enhanced fast BSS transition mechanisms including coordinated roaming through target AP MLD and context transfer capabilities. However, these standards require broader inter-ESS capabilities for automotive applications where vehicles regularly traverse different operator networks, and would benefit from vehicular-specific coordination algorithms that account for the rapid topology changes and mobility prediction based on vehicle trajectory characteristic of automotive environments.
Multi-vehicle Coordination:

In section 3,  efficent aggregation requirements of similar sensor reports from multiple vehicles is required to reduce upload redundancy, and multicast delivery mechanisms for common map elements are needed to minimize redundant unicast traffic in high-density scenarios
IEEE 802.11bc [15] Enhanced Broadcast Service provides improvements for broadcast traffic delivery with enhanced reliability mechanisms, addressing some aspects of group communication required in automotive scenarios. However, the standard would benefit from faster service detection mechanisms, as beacon-based service advertisement with ~1 second intervals may not meet automotive timing requirements for 100ms connection establishment in drive-thru scenarios. Additionally, automotive applications require enhanced security mechanisms for broadcast/multicast traffic in dynamic vehicular environments, including secure group key management and authentication for vehicles joining and leaving broadcast services, as well as verification of map data authenticity in collaborative scenarios.
IEEE 802.11be coordinated spatial reuse and multi-link coordination capabilities could improve efficiency in dense vehicular environments. IEEE 802.11bn coordination features include Multi-AP Coordination (MAPC) framework and coordinated beamforming that could enable sophisticated multi-vehicle management. However, these enhanced coordination features require automotive-specific algorithms for collaborative automotive scenarios.
QoS and Traffic Management:
Section 3 identifies different automotive traffic types requiring sophisticated prioritization. For example, bulk map downloads (8GB background transfers), dynamic safety map updates (50MB with sub-second requirements), large sensor uploads (5GB collaborative datasets), and time-sensitive event reports requiring adaptive QoS based on vehicle context.
IEEE 802.11e[16] Enhanced Distributed Channel Access (EDCA) provides basic QoS through four access categories (AC_VO, AC_VI, AC_BE, AC_BK) with differentiated channel access parameters. The standard establishes a foundation for traffic prioritization in wireless networks through access category-based medium access control.
However, current EDCA requires optimization for vehicular traffic patterns. The four standard access categories need enhanced mapping strategies to accommodate the distinct automotive traffic types identified in Section 3. The standard would benefit from adaptive mechanisms that dynamically adjust priorities based on vehicle context, such as distinguishing between stationary versus mobile operation modes or time-sensitive versus routine reporting scenarios. Additionally, EDCA could be enhanced with cross-layer coordination between vecular data download and upload applications (e.g. map downloads, sensor data uploads) for optimal bandwidth allocation when vehicles simultaneously require both services.
IEEE 802.11be introduces enhanced QoS features including multi-link QoS coordination and improved EDCA parameters, potentially enabling more sophisticated traffic management across multiple bands. IEEE 802.11bn's proposed ultra-low latency mechanisms and deterministic access could address emergency prioritization requirements. However, these standards require integration with automotive-specific traffic classification systems to optimize EDCA usage for vehicular applications and distinguish between different time-sensitive levels for vecular traffic.

Session Management and Resumption:
As described in section 3, the resumable vecular data downloads (e.g. 8GB full-region map refreshes,) and uploads (e.g. integrity-checked sensor uploads that survice mobility-induced interruptions across different operator networks. 
IEEE 802.11r provides security context maintenance during handovers within extended service sets, but current standards assume stationary clients with infrequent interruptions, differing from vehicular scenarios with frequent handovers. The standards would benefit from enhanced transfer state preservation during handovers, resumption coordination across operator networks, and integrity checking context maintenance during mobility events.
IEEE 802.11be MLO could reduce interruptions through alternate links, while IEEE 802.11bn enhanced reliability features and context transfer capabilities could reduce resumption frequency. However, these standards require session state preservation mechanisms for seamless continuation of large transfers across different access points to fully address automotive mobility requirements.
Infrastructure Resource Allocation:
Section 3 discussed the requirement of automotive-specific resource allocation supporting asymmetric traffic patterns. For example, map downloads need sustained downlink capacity while sensor uploads demand burst uplink capability, along with dynamic capacity advertisement and multi-AP coordination for vehicles in motion.

IEEE 802.11ax[17] introduces Orthogonal Frequency Division Multiple Access (OFDMA) for improved resource allocation efficiency, enabling more granular bandwidth allocation compared to previous standards. This provides a foundation for sophisticated resource management in dense wireless environments.

However, current implementations would benefit from enhanced capabilities to dynamically advertise available uplink capacity for sensor data uploads, reserve downlink bandwidth for map distribution to multiple vehicles, and provide edge computing integration for real-time sensor data processing. The standard could be enhanced with automotive-specific resource allocation mechanisms that account for the asymmetric nature of vehicular traffic patterns and coordinate resource allocation across multiple access points to optimize coverage for vehicles in motion.

IEEE 802.11be enhances OFDMA with improved efficiency, coordinated spatial reuse, and multi-link resource coordination, potentially enabling more sophisticated resource management. IEEE 802.11bn deterministic access mechanisms could enable predictable resource allocation for automotive services. However, these standards require automotive-specific mechanisms for advertising uplink capacity, coordinating the vehicular data distribution and sharing, and integration with automotive service classification and priority management systems to address the automotive use cases’ requirements identified in Section 3.
5. Summary and Recommendations
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Abstract


This document contains the proposed technical report text of the IEEE 802.11 Automotive TIG, with a particular focus on two use cases: especially for the rregional HD- mmap downloads and sensor-data sharing u. pdates use case.
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