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Monday July 12, 2010 PM1 (Molly-B)

 

The meeting was called to order at 13:38 Hrs PDT

 

Administrivia:

 

The chair reminded the attendees to sign-in their attendance.

 

The chair presented the IEEE Patent Policy: The chair presented the IEEE Patent Policy
 

There was no question/concern on the Patent Policy

There was no response to the question on knowledge of essential patents or knowledge of holder of essential patents.

 

The opening report for this meeting is in document 10/796r0

 

Review, Update and Approve Agenda for the week

 

The chair summarized the technical presentations planned for the week and updated slide-8 in 10/796r0

 

Review and approve agenda for the week -- updated slide-9 in document 10/796r0

 

Agenda approved with unanimous consent.

 

Technical Presentations

 

Document 10/749r0 -- MRG IFS Correction

 

a. aAirPropagationTime is set to less than a few hundred nanoseconds in the base specification – it can be significant when longer distance/outdoor is used.

b. How will aAirPropagationTime be set – sysadmin prior to deployment. What if the device is used in many different environments (and hence the aAirPropagationTime is different depending on the environment where it is used)?

c. Propagation time cannot cause the issue illustrated inslide-3. becomes important when distance approaches 3KM or over. 11y addresses this issue and accounts for it in the definition of slotTime.

d. Do we need to address this? Does the correction in slide-4 address the real issue?

e. This issue has been addressed based on the radio used and accounted for in the definition of slotTime – breaks a lot of things in general (not an TGaa issue) – this may be an important issue in 11aa related Use Cases – we need to find a general solution.

f. 11j has an algorithm where propagationTime was included. Can we look in 11j/11y and see if it is already addressed? 11j/11y handles slotTime not SIFS.

g. Slide-3 – this probably only arises only when multiple responses are received from multiple STAs. 11n allows a individually addressed BAR. MRG could use individually addressed BAR where multicast membership is large (large not defined) – this however would not be efficient.

h. Add a note describing the issue – long propagation delay case where individually addressed BARs are used and single BAR when short (insignificant) propagation delays are involved.

i. Recommend taking this issue to WNG

j. The author did not want to do the straw poll included in the presentation.

 

Document 10/768r1 --  Cancellation of aggregate Multicast feedback -- Measurement Results((10/768r2 was presented -- has one additional slide)

 

a. Concept of NACK – where an ACK is jammed to make the leader’s response (ACK) fail.

b. How is the leader selected? How often would the leader selection algorithm happen? How is weak defined – conditions at the receiver? Or conditions at the transmitter? – overall weakness is the criteria.

c. How is the NACK sent? Follow the data transmission with a robust “did you get the frame?” frame

d. Could we include the ‚question‘ in the data frame header? We could. The author has not considered the possibility. The question frame needs to be asked more robustly. Hence the reason why we cannot use the data frame header.

e. Should the "question" be asked before or after the transmission of the data frame? This was debated in an earlier discussion on this topic. The author's conclusion is that transmitting the SEQ frame (question frame) after transmitting the data frame is the best.

f. All measurements (both in 2.4 and 5 GHz) performed with OFDM. No aggregation – ACK is always sent by one STA.

g. Aggregation may introduce a different problem – a follow-on presentation deals with this.

h. The selection of the leader is very important. What happens if the leader disappears? Loss of the leader is a problem. How quickly the system adapts is the question. Till we adapt, we fall back to the unreliable multicast. One could change the leader on a frame by frame basis.

i. Slide-16 (in 10/768r2) 

i. The numbers for 12 Mbps loss seems incorrect. The author will verify correctness
ii. Why is the performance bad at 10 m?

a. In the Conclusion Slide, last bullet here deals with a scalable scenario – large groups with FEC

b. Leader selection would this be specified? Suggest to add a note to the effect “Leader selection is out of scope”

c. MRG allows a subset to be used thereby scalable. How is this more scalable? Listen to the next presentation (10/788r1)

 

Document 10/788r1 -- Aggregate Block Ack Definition (10/788r2 was presented -- has one additional slide)

 

a. Leader selection process – 

i. weakest versus strongest as candidate for leader selection

ii. weakest may be a mobile client attempting a transition to a different BSS

a. Overlay forward error correction improves performance and lends itself well for A/V streaming applications.

b. Recap of the overlay FEC + Cancellation of multicast ACK

i. Assume overlay FEC

ii. Transmit application payload using MRG

iii. Transmit the SEQ (question packet -- 'did you receive the number of packets') frame; on not receiving an ACK

· Transmit overlay FEC payload using the technique described here.

 

a. Does this assume that the leader always uses the smallest AID? Need to think about how to extend MRG BAR to represent Aggregated Block Ack information.
b. Sequence numbers of multicast and management frames are from the same bin. This is true with MRG (not unique to the technique discussed here).
c. All the transmissions/responses should fit within a TXOP. TXOP is limited to 3 msecs. 

d. On slide-15: Trade-off between the number of parity frames that need to be sent with the need for efficiency.

STA-4 needs to send N-ABA since it did not receive the masqueraded Parity packet 
 

Discussion on this topic will continue in the next session.

 

LB164 Comment Resolutions -- did not get to this agenda item.

 

The TG went into recess until Tuesday PM2 at 15:30 Hrs PDT

------------------------------------------------------------------------------------------------------------------------------------------

Tuesday July 13, 2010 PM2 (Molly-B)

 

The meeting was called to order at 16:04 Hrs PDT

 

Administrivia:

 

The chair reminded the attendees to sign-in their attendance.

 

Continuation of the discussion on 'Aggregate BlockAck Definition' (10/788r2)

 

This is Q&A session on the topic so that the author can collect questions, answer if possible or bring answers later in the week.

 

a. Three major concepts

i. Simultaneous transmission of ACK and NACK(s)

1. NACK could be any data that jams the ACK

ii. Leader Selection Procedure -- need to use the weakest STA as the Leader for this mechanism to work. However the weakest STA most likely is the one that is in the process of leaving the BSS (roaming to another BSS) and hence would trigger the leader selection process.

iii. Overlay forward error correction improves performance and lends itself well for A/V streaming applications.

a. Timing accuracy is important for this procedure to work. ACK and NACK packets are small and hence precision is critical for effective jamming. What is the tolerance requirement to ensure that ACK gets jammed by NACKs?
b. Would NACKs collide with each other? Yes

c. How do you know which data packet to retransmit? – no retransmit of packets but transmission of parity (FEC) packets

d. Would the AP be required to know the difference between the stream payload and the parity payload?  Yes. But using a higher layer signaling. Resulting complexity in the AP is an issue. 

e. Needs packet inspection. A higher layer protocol is needed but probably does not exist at this time.

f. MRG has some buffering requirements too.

 

MRG for Mesh (10/747r2)

 

This presentation introduces the idea of extending MRG to mesh networks.

 

a. Changes to MRG are minimal to allow for MRG to be usable in Mesh networks -- actual changes are not known at this time. An example change is shown in the backup slide (slide 12)

b. Is BlockAck is already part of 11s? Yes

c. A sense of what changes are required would help evaluate how valuable this change would help decide how valuable this 'extension' would be

d. Would 11s+11aa (without changing MRG) be sufficient? No. 

e. Has this idea been discussed in 11s? No. 

f. The proposal is not a multi-hop multicast proposal -- MRG between Mesh point (link scope).

g. Why is MRG requiring an AP?  because MRG is based on DMS (11v) which is AP centric.

h. What is point extending MRG when MRG is evolving -- contents on Draft 1.0 would change as a result of comment resolution and 10/788r2 introduces a new way of doing MRG?

 

Straw Poll -- some attendees expressed the concern that they are not clear what the straw poll is asking for and hence can only abstain.

Are you interested in Should MRG-BlockAck procedure be support mesh networks?

· Yes: 11
· No: 0
· Abs.: 10
 

LB164 Comment Resolution

 

There are two comment databases -- one with about 238 duplicate comments (and 10 missing comments) and another with all the comments but not the duplicates. The second database is however has not categorized the comments into subgroups. 

 

The TG decided to work with the first database as it is ready to use. Duplicate comments will be identified/cleaned using an offline process.

 

The TG worked on Editorial Comments (19 of them were resolved)

 

The TG recessed until the Evening session at 18:05 Hrs PDT

 

----------------------------------------------------------------------------------------------------------------------------------------

 

Tuesday July 13, 2010 EVE (Molly-B)

 

The meeting was called to order at 16:04 Hrs PDT

 

Administrivia:

 

The chair reminded the attendees to sign-in their attendance.

 

LB164 Comment Resolution

 

To speed up comment resolution three options were considered:

a. Use the database tool and address each comment one by one with the whole TG contributing

b. Split into smaller groups and resolve comments independently -- bring only those comments that need additional discussion to the TG

c. Pick comments that require TG discussion and address them when we are F2F. Resolve others offline.

 

Option-b was selected.

 

The following is the breakup: (other TG members worked with these sub-teams to resolve comments)

Editorial/SCS comments -- Alex Ashley

General --David Hunter, Mark Hamilton

MRG -- Rohit Suri and Jochen Miroll

Interworking and OBSS -- Ganesh

 

The TG went into comment resolution mode.

 

The TG recessed until Wednesday PM1 at 21:35 Hrs PDT

-----------------------------------------------------------------------------------------------------------------------------------------

Wednesday July 14, 2010 PM-1 (Molly-B)

 

The meeting was called to order at 13:30 Hrs PDT

 

Administrivia:

 

The chair reminded the attendees to sign-in their attendance.

 
EDITORIAL Comments review
Discussed editorial comments that were resolved by Alex Ashley.

Motion-1

Move to approve the resolutions to all comments under the comment category “EDITOR” and instruct the editor to incorporate the corresponding changes as described in document 10/875r1 in the next TGaa draft.
Moved:  Alex Ashley
Seconded: David Hunter
Vote: 6/0/0
Motion Passes
Interworking Comments review

Discussed interworking comments: 617, 565, 293, 497, 707, 706, 23, 708, 297, 441, 442, 580 and 581, . Ganesh will have resolutions to all Interworking comments prior to meeting jointly with 802.1AVB.

MRG Comments review

Reviewd a few MRG comments 73, 76, 80, 81, 96, 105, 313, 315, 320, 321, 322, 323 and 324.
-----------------------------------------------------------------------------------------------------------------------------------------

Thursday July 15, 2010 AM-2 (Molly-B)

 

The meeting was called to order at 10:30 Hrs PDT

 

Administrivia:

 

The chair reminded the attendees to sign-in their attendance.

 

There was no response to the question on knowledge of essential patents or knowledge of holder of essential patents.

Agenda/Notes:

· Overview of changes in 802.11 to support 802.1Qat

Slide #4 from 10/905r0 to highlight changes to 802.11 in order to support 802.1Qat

Can AP initiated TS setup work if the reservation has to be updated? Yes, the update is triggered by a new MSRP Reservation Request which triggers the flow as described in the flow diagram in slide-4.

· Comments on Interworking with 802.1 (document 10/905r0)
Highlighted 3 comments that could impact the contents of 802.1Qat

CID #12 how legacy non-AP STAs deal with AP Initiated TS Setup.

AP shall not initiate AP Initiated TS Setup with legacy non-AP STAs. Need to add this to Cl. 11.4.4.2. In addition, added text/detail to figure in Cl.11.4.4.2 to all non-AP STAs receiving AP Initiated TS setup Add Response frame to ignore the frame and have the AP have a timer that timeout indicating failure.
CID #770/#712

Involves defining a new frame that carries the same information as autonomous ADDTS Response. This was proposed multiple times (See 10/219r7) and was not the preferred method. However, there seems to be some interest in this approach at this time.
If this comment gets accepted this would ripple some changes to the 802.1Qat specification (ADDTS Response would be Trigger Reservation Request and ADDTS Complete would be Trigger Reservation Response). Figures in Annex-Q.3 in 802.1Qat will have to change to reflect this name change.

· Questions to 802.11 from 802.1BA
Table 6.1 of 802.1BA describes requirements for .1AVB devices. Row-3 deals with 802.11. 802.1AVB solicits input from 802.11aa.

Based on later discussion in TGaa, the input is as follows:

IEEE 802.11 with support for  the following: Clause 20 PHY, Clause 11.22.5 Timing Measurement and Clause 11.4.4.2* (AP initiated TS setup). Shall also support Clause 9.9.3.1 (EDCA-AC) or Clause 9.9.2 (HCCA) or both.
*11.4.4.2 is part of 802.11aa that is not ratified yet.
· Status Update
· SRP2.0 activity is starting – opportunity to provide input
· SRP2.0 has dynamic adaptation of SRP reservations – proactive maintenance reports from 802.11 
The joint meeting ended at 09:10 Hrs PDT
-----------------------------------------------------------------------------------------------------------------------------------------

Thursday July 15, 2010 AM-2 (Molly-B)

 

The meeting was called to order at 10:30 Hrs PDT

 

Administrivia:

 

The chair reminded the attendees to sign-in their attendance.

 

· Administrivia

· Aggregated Block ACK  (now  called Simultaneous Block ACK) (30 minutes)
· Document 892r1 provides some answers to the questions that came up earlier in the week.

· What happens while receiving the ACK if the header was received and the payload reception was jammed by the NACK – should not trust anything if the packet is in error. NAV setting does not happen if the FCS checking fails.

· Timing accuracy requirement issues for MRG and ABA are similar.
· No need to know or differentiate between data and parity – MAC can drop any packet. The entire block of frames can be retrieved once the receiver(s) get block-size number of frames out of the block-size+number-of-parity frames.
· if application level encryption is enabled, [deep] packet inspection would hard

· If the application and MAC are co-located then the app can signal the MAC of its characteristics. On intermediate nodes, the application level knowledge is not available (unless the MAC at the location of the application tags the packets) and hence it is hard for the MAC to learn the application and for the application to adapt to feedbacks from the MAC. 

Straw Poll-2

Does TGaa regard the issues raised to be covered and all open questions answered?
· Yes: 1 
· No: 1

· Abstain: 7 
· SCS  comment discussion
· CID 765 Why define an element instead of having the content in the frame directly? 

· This feature clones the 11v approach

· Are there other places where this element could potentially be used?
·  CID 276 justification for the request/response or can we extend ADDTS, QoS Map use
· QoS Map configure is used by non-AP STA and is not purely for AP to STA traffic
· Drop eligibility is setup using SCS request/response
· Interworking Comment Resolutions

· CID 740 - Figure 11-7 describe TS states once the TS is created (but does show TS Deletion). AP Initiated TS Setup described in TGaa describes how a TS gets setup and once it is setup, the TS behaves exactly like any TS. So, no changes are needed to Figure 11-7.

· CID 12 – added a statement to 11.4.4.2 on AP initiated setup and legacy non-AP STA behavior.
An 802.11aa aware AP shall not send AP initiated TS Setup ADDTS Response frame to a legacy non-AP STA.
· CID 770 – the ADDTS Response from the AP has a special StatusCode (not success). The commenter does not like changing ADDTS Response to add the new behavior. See 10/905r0 for more details.

· Teleconferences and other motions
Motion-2
Move to approve TGaa Beijing Meeting minutes – 10/622r0.
Approved with unanimous consent 
Motion-3

Move to approve June 21, 2010 Teleconference minutes (document 10/0708r0).
Approved with unanimous consent
Motion-4

Move to approve the following teleconference schedule:
Weekly Monday 1100-1230 Hrs EDT

July 26, Aug 02

Aug 09, Aug 16,

Aug 23

Approved with unanimous consent

Motion-5

Move to approve the following as input to 802.1BA (Row 3 in Table 6-1 AVB Support in LAN Technologies)
Suggest the following entry for row-3 in the Table 6-1. 
IEEE 802.11 with support for  the following: Clause 20 PHY, Clause 11.22.5 Timing Measurement and Clause 11.4.4.2* (AP initiated TS setup). Shall also support Clause 9.9.3.1 (EDCA-AC) or Clause 9.9.2 (HCCA) or both.
*11.4.4.2 is part of 802.11aa that is not ratified yet.
Moved: Alex Ashley
Seconded: David Hunter
Vote: 4/0/2
Motion Passes 
· Recap of Simultaneous Block Ack proposal (10/788r3)

The presentation started at slide-17

Slide-18: since there is only one leader we could optimize the frame structure. However, the intent here was to reuse frame formats that already part of aa.

Slide-22: The receiver need not buffer any packets. Since FEC is done at the application layer, application will need to handle buffering that is needed to recover lost packets from the parity packets.

The TG did not have many questions – the presentation was rushed due to time limitations

The author did not make the motion (slide-24)

· Closing Report Review – did not get to this agenda item.
· The TG Adjourned at 12:35 PDT and will reconvene Sep 13, 2010 in Waikoloa, Hawaii.
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