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· The following clause numbering based on 802.11u ending with 11B. 11C is the first unused clause.

Insert the following new clause after 11B:

· MLME mesh procedures

· Mesh STA dependencies

When dot11MeshActivated is true, the STA is a mesh STA and dot11ExtendedChannelSwitchEnabled and dot11SpectrumManagementRequired shall be true.

· Mesh discovery

· General

A mesh STA shall perform either active scanning or passive scanning to discover an operating mesh BSS using the SCAN primitive (see 10.3.2 (Scan)). A mesh profile, a set of parameters identifying the mesh BSS configuration, may be installed in mesh capable devices by a variety of means that are beyond the scope of this standard. A mesh profile can be also obtained through the scanning process, and it can be used to determine the scanning mesh STA's active mesh profile. Based on the result of the scan, the mesh STA may establish a new mesh BSS or become a member of the existing mesh BSS, using the START primitive (see 10.3.10 (Start)). MLME-START.request triggers beaconing that facilitates the discovery of the mesh STA by the neighbor mesh STAs. A mesh STA that becomes a member of an existing mesh BSS may establish a mesh peering with one or more neighbor mesh STAs that are in the existing mesh BSS.

· Mesh identifier

A Mesh ID indicates the identity of an MBSS. The Mesh ID may be installed in mesh capable devices by a variety of means that are beyond the scope of this standard. For example, the Mesh ID might be set by the user, e.g., “Mike’s Mesh”. A mesh STA shall include the Mesh ID element (see 7.3.2.97 (

Mesh ID element)) containing its Mesh ID in its Beacon and Probe Response frames, in order to advertise its identity. A mesh STA shall also include the Mesh ID element containing its Mesh ID in its Mesh Peering Open frames, Mesh Peering Confirm frames, and Mesh Peering Close frames.

A mesh STA shall set SSID element (see 7.3.2.1 (SSID element)) in Beacon, Probe Request, and Probe Response frames to the wildcard SSID.

NOTE—The wildcard SSID is used to notify non-mesh STAs that the mesh STA is neither a part of an infrastructure BSS nor an IBSS, so that the non-mesh STAs do not try to join the mesh BSS.

· Mesh profile

A mesh profile is a set of parameters that specifies the attribute of a mesh BSS. A mesh profile consists of:

· A Mesh ID — specified by dot11MeshID
· A path selection protocol identifier — specified by dot11MeshActivePathSelectionProtocol

· A path selection metric identifier — specified by dot11MeshActivePathSelectionMetric

· A congestion control mode identifier — specified by dot11MeshActiveCongestionControlMode

· A synchronization protocol identifier — specified by dot11MeshActiveSynchronizationProtocol

· An authentication protocol identifier — specified by dot11MeshActiveAuthenticationProtocol

· A mesh peering protocol identifier — specified by dot11MeshActivePeeringProtocol

In a mesh BSS, all mesh STAs use the same mesh profile. Mesh profiles are considered identical if all parameters in the mesh profile match 

Before establishing a mesh BSS or becoming a member of a mesh BSS, a mesh STA shall activate one mesh profile. The mesh STA may not change its mesh profile unless it leaves the mesh BSS of which it is a member. When a mesh STA leaves the mesh BSS of which it is a member, it should explicitly close all of its active mesh peerings using Mesh Peering Close frames (see 11C.4.3.4 (Mesh Peering Close frames

)
) and shall discard all session information obtained while the mesh profile was active, such as local forwarding information, security associations (and related keys), etc. An MLME receives the mesh STA’s active mesh profile from the SME upon receipt of an MLME-START.request primitive.


· 
· 
· 
· 
· 
· 
· 
The mesh profile is signalled by means of the Mesh ID element and the Mesh Configuration element. The active mesh profile is included in Beacon and Probe Response frames, so that the mesh profile can be obtained by its neighbor mesh STAs through the scan. Mesh Peering Open and Mesh Peering Confirm frames also contain a mesh profile.
Note to the Editor: Include a new section 11C2.4 here, and renumber the following sections accordingly
11C.2.4 Mesh STA configuration

The configuration consists of the mesh profile from section 11C.2.3, the Supported Rates element, the Extended Supported Rates element, and the HT Operations element (if present).
Mesh STA configurations are identical if the following conditions hold:

· the mesh profiles are identical, 
· the BSSBasicRateSet parameters are identical 

· for HT mesh STAs the BSSBasicMCSSet parameters are identical.

· Supplemental information for the mesh discovery

A mesh STA shall signal if it is capable to establish additional mesh peerings with other mesh STAs. The mesh STA sets the Accepting Additional Mesh Peerings subfield in the Mesh Capability field in the Mesh Configuration element to 1 when it is capable to accept new mesh peerings (see 7.3.2.96.9 (Mesh Capability)). The mesh STA sets the Accepting Additional Mesh Peerings subfield in the Mesh Capability field in the Mesh Configuration element to 0 when it is not capable to accept new mesh peerings. This parameter is dynamically controlled by SME and given to MLME by dot11MeshAcceptingAdditionalPeerings.

NOTE— This control is driven by the internal policy. When Accepting Additional Mesh Peering subfield is 1, the mesh STA is supposed to have internal resource to accommodate more mesh peerings. The internal policy is outside the scope of this standard. For instance, a mesh STA might be configured to be able to maintain only two mesh peerings.

A mesh STA shall announce its topological information through the Mesh Formation Info field in the Mesh Configuration element. The contents of the Mesh Formation Info field shall be coded to reflect the current configuration.

· Scanning mesh BSSs

A mesh STA shall perform active scanning or passive scanning, depending on the value of the ScanMode parameter of the MLME-SCAN.request primitive (see 11.1.3 (Acquiring synchronization, scanning)), to discover neighbor mesh STAs. Upon receipt of an MLME-SCAN.request with the Mesh ID parameter set to the wildcard Mesh ID, the STA shall passively scan for any Beacon frames, or actively transmit Probe Request frames containing the wildcard Mesh ID, as appropriate depending on the value of ScanMode. Upon completion of scanning, an MLME-SCAN.confirm is issued by the MLME indicating all of the discovery information received. Further, mesh STAs shall conform to the passive scan procedure as described in 11.1.3.1 (Passive scanning) and the active scan procedure as described in 11.1.3.2 (Active scanning).

· Candidate peer mesh STA discovery
When a mesh STA discovers a neighbor mesh STA through the scanning process, it may try to become a member of the mesh BSS of which the discovered mesh STA is a member, and establish a mesh peering with the neighbor mesh STA. A discovered neighbor mesh STA shall be considered a candidate peer mesh STA if and only if all of the following conditions are met:

· A Beacon or Probe Response frame is received from the discovered neighbor mesh STA.

· The received Beacon or Probe Response frame indicates that the neighbor mesh STA uses the same mesh profile as the mesh STA.

· The Accepting Additional Mesh Peerings subfield in the Mesh Capability field of the received Beacon or Probe Response frame equals 1.

· The received Beacon or Probe Response frame indicates that the neighbor mesh STA uses the same BSSBasicRateSet as the mesh STA.

Additionally, if both the scanning mesh STA and the discovered neighbor STA are HT STAs, the following condition shall be met to consider the discovered mesh STA a candidate mesh STA.

· The received Beacon or Probe Response frame indicates that the neighbor mesh STA uses the same BSSBasicMCSSet as the mesh STA.

NOTE1— If the scanning mesh STA has not become a member of any MBSS yet, it may simply activate the same mesh profile as the discovered neighbor mesh STA’s profile to fulfill these conditions.

The Mesh Formation Info field in the Mesh Configuration element is available to assist mesh STAs in determining which neighbor mesh STAs to establish mesh peerings with. The details of the usage of this information are beyond the scope of this standard.

NOTE2—Selection of candidate peer mesh STAs with whom to form links is outside the scope of this standard. That is, the mesh STA might freely select the mesh STAs with which it attempts to establish a mesh peering.

A candidate peer mesh STA becomes a peer mesh STA only after the mesh peering management protocol (see 11C.4 (Mesh peering management)) has been completed successfully and a mesh peering is established between the two mesh STAs.

· Establishing or becoming a member of a mesh BSS

After the determination of the active mesh profile, the mesh STA may establish a new mesh BSS or become a new member to an existing mesh BSS. In either case, the mesh STA shall start beaconing using START primitive. Upon receipt of an MLME-START.request, a mesh STA shall initialize and start its TSF timer as specified by its active synchronization protocol as described in 11C.12.2 (Extensible synchronization framework), and begin transmitting Beacon frames as described in 11C.12.3 (Beaconing). 

If dot11MultiDomainCapabilityActivated is true, a mesh STA shall not establish or become a member of a mesh BSS, unless a properly formed Beacon frame including a Country element can be constructed, and dot11CountryString has been set.

A STA shall include a Country element in the transmission of Beacon frames if either dot11MultiDomainCapabilityActivated, dot11SpectrumManagementRequired, or dot11RadioMeasurementEnabled is true. See 7.2.3.1 (

Beacon frame format) for the description of a properly formed Beacon frame.

A mesh STA may continue the discovery procedure after establishing or becoming a member of an MBSS, in order to look for other candidate peer mesh STAs to establish mesh peerings with.

· Mesh Peering Management framework

· General

The Mesh Peering Management framework supports all functions to establish, manage, and tear down mesh peerings. When dot11MeshSecurityActivated is true, a mesh STA shall manage mesh peerings and Mesh TKSAs for each peer mesh STA.

MBSS peering management functions shall be invoked after a candidate peer mesh STA has been discovered via the candidate peer mesh STA discovery procedure described in 11C.2.6 (Determination of the candidate peer mesh STA). Mesh STAs shall not transmit frames other than the ones used for candidate peer mesh STA discovery, mesh peering management, and SAE to a neighboring mesh STA until a mesh peering has been established with the mesh STA. Upon successful completion of a mesh peering, mesh STAs may transmit other frames, such as Mesh Action frames, to maintain the integrity of the mesh BSS.
Depending on the setting of dot11MeshSecurityActiviated, one of the following protocols shall be invoked to establish a mesh peering with a candidate peer mesh STA:

· When dot11MeshSecurityActivated is false, the Mesh Peering Management (MPM) protocol is used to establish and manage the mesh peering with candidate peer mesh STAs. See 11C.4 (Mesh peering management) for MPM protocol details.

When dot11MeshSecurityActivated is true, the Authenticated Mesh Peering Exchange (AMPE) protocol is used to establish and manage the mesh peering and Mesh TKSA with the candidate peer mesh STAs using an existing Mesh PMK security association (Mesh PMKSA). See 11C.5 (Authenticated Mesh Peering Exchange

· )
 for AMPE protocol details. If an existing Mesh PMKSA is identified during discovery it shall be used directly with AMPE. If no Mesh PMKSA is identified a Mesh PMKSA shall be established using SAE.


The Authenticated Mesh Peering Exchange includes the Mesh Peering Management protocol but differs in that it has additional requirements on creation and processing of frames. The successful completion of AMPE establishes the mesh peering and Mesh TKSA with the peer mesh STA, and the mesh TK and MGTKs are installed. Upon failure of AMPE, the mesh STA shall terminate the mesh peering establishment procedure with the current candidate peer mesh STA, and the mesh STA shall
 continue with the candidate peer mesh STA discovery procedure.

Mesh STAs shall support SAE authentication (see 8.2a (Authentication using a password) using a pre-shared secret with the candidate peer mesh STA.

Figure s51 (Logical flowchart of protocol interaction in Mesh Peering Management framework) shows the logical flow of protocol interactions in the peering management framework.

	[image: image1.wmf]

	· Logical flowchart of protocol interaction in Mesh Peering Management framework


· Mesh peering Instance controller
· Functions

A mesh STA shall use a mesh peering instance controller to manage all mesh peering instances established or in the process of establishment or teardown with its peer mesh STAs and candidate peer mesh STAs.
A mesh peering instance is identified by a mesh peering instance identifier. In case dot11MeshSecurityActivated is false, the mesh peering instance consists of the localLinkID, peerLinkID, localMAC, and peerMAC. If dot11MeshSecurityActivated is false, the mesh peering instance consists of the localLinkID, peerLinkID, localMAC, peerMAC, and additionally the PMKName from the Mesh Peering Management element. 

localMAC is the MAC address of the mesh STA that is being used with this mesh peering instance. peerMAC is the MAC address of the peer mesh STA or the candidate peer mesh STA. localLinkID is an integer generated by the mesh STA. peerLinkID is an integer generated by the peer mesh STA or the candidate peer mesh STA.The localLinkID shall be unique among all existing link identifiers used by the mesh STA for its current mesh peering management finite state machines. The mesh STA selects the localLinkID to provide high assurance that the same number has not been used to identify a recent mesh peering management finite state machine. The peerLinkID shall be supplied by the peer mesh STA or candidate peer mesh STA in Mesh Peering Open and Confirm frames. 

A mesh peering instance is represented by an MPM finite state machine (see Table s32 (Mesh Peering Management Finite State Machine) or an AMPE finite state machine (see Table s33 (Authenticated Mesh Peering Exchange Finite State Machine)) and all associated information and mesh peering state used to process and manage Peer Link Management frames.

The mesh peering instance controller shall support the following functions:

· Create and destroy MPM finite state machines and AMPE finite state machines

· Manage instance identifiers for each mesh peering instance
· Manage mesh TKSAs for each mesh peering instance when dot11MeshSecurityActivated is true.
· Pre-process the incoming Mesh Peering Management frames and pass the frames to the finite state machine with matching instance identifier

· Pass internal command to the finite state machine with matching instance identifier

The mesh peering instance controller may provide useful information to the mesh STA discovery procedure depending on the outcome of SAE, MPM, and AMPE to make candidate peer mesh STA discovery more effective.

· If SAE execution fails, depending on the reason of failure from SAE, the mesh STA may or may not discover the same candidate peer mesh again through the candidate peer mesh STA discovery procedure.

· If AMPE execution fails and the reason was the failure of mutual authentication using the shared mesh PMKSA, the mesh STA may discover the same candidate peer mesh STA in order to execute SAE authentication to establish a new Mesh PMKSA with the candidate peer mesh STA.

· If AMPE execution fails and the reason was the failure to reach agreement on some mesh peering related parameters, the mesh STA may discover the same candidate peer mesh STA in order to execute AMPE handshake again with a different parameter set for mesh peering negotiation.

· If AMPE execution fails due to retry failure or other internal reasons, the mesh STA may choose not to discover the same candidate peer mesh STA, but try to establish mesh peerings with other candidate peer mesh STAs.

· If MPM execution fails and the reason was the failure to reach agreement on some mesh peering related parameters, the mesh STA may discover the same candidate peer mesh STA in order to execute MPM again with a different parameter set for mesh peering negotiation.

· Creating mesh peering instance and Mesh TKSA for a peer mesh STA

The mesh peering instance controller shall create a new mesh peering instance  after successful candidate peer mesh STA discovery identified by the mesh peering instance identifier. It shall generate a new protocol finite state machine for this mesh peering instance and activate the new finite state machine to initiate the mesh peering establishment.

A mesh STA may create multiple mesh peering instances to establish a peering with the same candidate peer mesh STA. However, once a mesh peering is established successfully, all other mesh peering instances with the same peer mesh STA shall be closed properly. A new mesh peering instance may be started when the mesh STA already maintains a valid mesh peering with the same peer mesh STA, due to the change of some mesh peering parameter. Once the new mesh peering is established successfully, the previous valid mesh peering shall be closed properly.

· Deleting mesh peering instances

To actively close a mesh peering instance, the mesh peering instance controller shall invoke a CNCL event in the mesh peering instance finite state machine. The CNCL event will trigger closing the mesh peering instance and deletion of the Mesh TKSA that is bound to the mesh peering.

The mesh peering instance closure may be triggered by receipt of a Mesh Peering Close frame from the peer mesh STA or candidate peer mesh STA. The Mesh Peering Close frame shall be passed to the corresponding mesh peering instance finite state machine for further processing.

When the mesh peering instance finite state machine transitions back to IDLE state, the tearing down of this mesh peering instance completes and the mesh peering instance controller shall destroy the corresponding finite state machine.

· Mesh peering management

· General

The Mesh Peering Management protocol is used to establish, maintain, and close mesh peerings between mesh STAs when security is not required
.

A mesh STA shall assign a unique AID to every peer mesh STA during the mesh peering establishment procedure. AID is used to encode TIM element in the Beacon frame (see 7.3.2.6 (TIM element)). AID 0 (zero) is reserved to indicate the presence of buffered groupcast MSDUs and MMPDUs.

The mesh STA shall start the mesh peering management protocol in either of the following two events
- receipt of a Mesh Peering Open frame from a candidate peer mesh STA. 
- A MLME-MeshPeeringManagement.request, in order to establish a mesh peering with a candidate peer mesh STA.
A mesh peering instance ends when the mesh peering is closed. The mesh peering close can be caused by the mesh STA due to events outside the scope of this specification. The response to these events is outside the scope of this standard.

The MPM protocol uses Mesh Peering Open frames, Mesh Peering Confirm frames, and Mesh Peering Close frames to establish, manage, and tear down a mesh peering.

A Mesh Peering Open frame requests that a mesh peering instance be established between the Mesh Peering Open sender and the receiver. Mesh Peering Open frames propose a mesh profile for the mesh peering instance. The mesh STA processes the received profile. If it agrees with the profile, the mesh STA sends both a Mesh Peering Open frame and a Mesh Peering Confirm frame in response to the Mesh Peering Open frame. If the mesh STA disagrees with the profile or if there is a failure due to other reasons, the mesh STA closes the mesh peering by sending a Mesh Peering Close frame.

The protocol succeeds in establishing a mesh peering when the following requirements are satisfied: 1) both mesh STAs have sent and received (and correctly processed) a Mesh Peering Open frame for this mesh peering; 2) both mesh STAs have sent and received (and correctly processed) a corresponding Mesh Peering Confirm frame for this mesh peering.

· Pre-processing Mesh Peering Management frames



The mesh peering instance controller pre-processes incoming Mesh Peering Management frames and either discards the frame or passes it to the corresponding active mesh peering instance finite state machine for further processing.

If the Mesh Peering Protocol Identifier field in the Mesh Peering Management element indicates “Mesh Peering Management Protocol”, the Authenticated Mesh Peering element and MIC element, if present in the frame, shall be ignored.

If the Mesh Peering Protocol Identifier field in the Mesh Peering Management element indicates “Authenticated Mesh Peering Exchange” and the Authenticated Mesh Peering Exchange element or MIC element is not included in the frame, the frame shall be silently discarded.

If the frame contains a group address in TA or RA, it shall be silently discarded.

If the Mesh Peering Management frame has not been silently discarded, the mesh peering instance controller locates a matching mesh peering instance identifier A match is determined by checking the contents of the Mesh Peering Management Element with each peering instance. A match shall be found if the following conditions hold:

· The sender’s MAC address is the same as the peerMAC of the mesh peering instance, and;

· The receiver’s MAC address is the same as the localMAC of the mesh peering instance, and;

· The value of the Local Link ID field is the same as the peerLinkID of the mesh peering instance, and;

· The value of the Peer Link ID field is the same as the localLinkID of the mesh peering instance. 

If no match is found but there exists a mesh peering instance for which the receiver’s MAC address is the same as the localMAC and the Peer Link ID field is the same as the localLinkID, the mesh peering instance shall be deemed a match and the Local Link ID field shall be copied to the peerLinkID of the mesh peering instance. 

If the incoming Mesh Peering Management frame is for AMPE the received frame must be further processed as follows:.

· If the chosen PMK from the received frame is different than the PMKName that identifies the valid Mesh PMKSA established with the candidate peer mesh STA the frame shall be dropped.

· If the localNonce in the mesh peering instance is different than the Peer Nonce field of the received frame, the frame shall be dropped.

· If the peerNonce in the mesh peering instance exists and is different than the Local Nonce field of the received frame, the frame shall be dropped.

· If the peerNonce in the mesh peering instance does not exist, the Local Nonce field in the received frame shall be copied to the peerNonce field.

If the mesh peering instance controller finds a matching mesh peering instance it shall process the frames according to the frame type. 
If the mesh peering instance controller does not find a matching mesh peering instance, or if the frame was dropped and if the frame is a Mesh Peering Open frame, the mesh peering instance controller shall treat the incoming Mesh Peering Open frame as a request to establish a new mesh peering, or a new mesh peering and a Mesh TKSA if the frame is for AMPE. 

When the mesh STA has established a Mesh PMKSA with the candidate peer mesh STA, the mesh peering instance controller shall silently discard the Mesh Peering Open frame in the following two conditions:

· The Mesh Peering Open frame supports Mesh Peering Management protocol and the negotiated active authentication is SAE, or

· The Mesh Peering Open frame supports AMPE but the mesh STA does not support the Mesh PMKSA as identified by PMKName in the Chosen PMK field in Authenticated Mesh Peering Exchange element.

If the Mesh Peering Open frame is not discarded the mesh peering instance controller shall generate a new protocol finite state machine and actively reject or accept the mesh peering open request. A unique local link ID shall be generated for the mesh peering instance. If the mesh peering instance is to be established by Authenticated Mesh Peering Exchange, a random local nonce shall be generated for identifying the mesh peering instance as well. The Mesh Peering Open frame shall be passed to the newly generated mesh peering instance finite state machine for further processing.

The mesh peering open request may be rejected due to an internal reason. If the mesh peering open request is rejected, the REQ_RJCT event shall be passed to the newly generated protocol finite state machine to actively reject the mesh peering open request.

NOTE— Example internal reasons to reject new mesh peering request could be the mesh STA has reached its capacity to set up more mesh peering, the mesh STA is configured to reject mesh peering request from another specific peer mesh STA.
If the mesh peering instance controller does not find a matching mesh peering instance, or if the frame was dropped and if the frame is a Mesh Peering Confirm frame or Mesh Peering Close frame, it shall be silently discarded.

· Processing Mesh Peering Management frames

· Overview

Mesh Peering Management frames are Self Protected Action frames. When Mesh Peering Management frames are used for MPM, protection on these frames is not enabled (see 7.4.14 (Self Protected Action frame details)).

The construction of Mesh Peering Management frames is specified in 11C.4.3.2.1 (Mesh Peering Open frame contents), 11C.4.3.3.1 (Mesh Peering Confirm frame contents), and 11C.4.3.4.1 (Mesh Peering Close frame contents).
Received Mesh Peering Management frames are pre-processed as described in Clause 11C.4.2 and are either accepted or silently discarded. Accepted Mesh Peering Management frames shall be passed to the corresponding mesh peering management finite state machine for further processing.
 Processing of Mesh Peering Management frames is specified 
11C.4.3.2.2 (Processing Mesh Peering Open frames), 11C.4.3.3.2 (Processing Mesh Peering Confirm frames), and 11C.4.3.4.2 (Processing Mesh Peering Close frames). If the incoming frame is accepted or rejected, further actions shall be taken according to the mesh peering management finite state machine as specified in 11C.4.4 (Mesh Peering Management Finite State Machine

 (MPM FSM))
.



· 
· 
· 
· 
· 
· 
· 
· 
· 






When two HT mesh STA establish a mesh peering, and they support a common HT capability, the HT feature may be used for the mesh peering communication.

· Mesh Peering Open frames

· Mesh Peering Open frame contents

The Mesh Peering Open frame shall contain:

· 
· A Mesh ID element, which shall be set to the Mesh ID supported by the mesh STA’s mesh profile.

· A Mesh Configuration element, where the fields corresponding to the mesh profile are set to to the values supported by the mesh STA’s mesh profile, and additionally, where the subfields of the mesh Capability field are set as follows
· 
· 
· 
· 
· 
· 
· 
· Accepting Additional Mesh Peerings subfield is set to 1

· MCCA Enabled subfield is set according to the mesh STA’s configuration

· A Mesh Peering Management element, where to Local Link ID field shall be set to the identifier generated to identify the current mesh peering instance.

· Other elements as defined in 7.4.14.2 (

· Mesh Peering Open frame format) may be present and set to the value according to mesh STA’s parameter configuration.

· Processing Mesh Peering Open frames

The mesh STA shall first verify that the mesh STA configuration signaled in the Mesh ID element and Mesh Configuration element of the mesh Peering Open frame is identical to its own mesh STA configuration as specified in 11C.2.4 
. 

The mesh STA shall 
also verify that the mesh STA configuration  
is identical to the mesh STA configuration in either a Mesh Peering Open frame or a Mesh Peering Confirm frame received earlier for this mesh peering instance. If any of the verifications fails, the received Mesh Peering Open frame shall be rejected and mesh peering establishment attempt shall be terminated.
In other cases, the mesh STA may accept the Mesh Peering Open frame. The mesh peering instance state shall be updated to include the mesh peering instance identifier and other information from Mesh Configuration element. The mesh STA may also update the mesh peering state based on other parameters in the Mesh Peering Open frame. The Mesh Peering Open frames shall be passed to the corresponding mesh peering management finite state machine for further processing
· Mesh Peering Confirm frames

· Mesh Peering Confirm frame contents

The Mesh Peering Confirm frame shall contain:

· 
· Mesh ID element and Mesh Configuration element shall be set to the same value as in the corresponding Mesh Peering Open frame. 

· Mesh Peering Management element shall contain the Local Link ID field and Peer link ID field. The Local Link ID field shall be set according to the local state of localLinkID. The Peer link ID field shall be set to the same value as received in the corrseponding Mesh Peering Open frame.

· Other elements as defined in 7.4.14.3 (Mesh Peering Confirm frame format) may be present and set to the value according to mesh STA’s parameter configuration.

· Processing Mesh Peering Confirm frames

The mesh STA shall silently discard the Mesh Peering Confirm frame if it contains a mismatched instance identifier.

The mesh STA shall verify that the mesh STA configuration signaled in the Mesh ID element and Mesh Configuration element of the mesh Peering Confirm frame is identical to its own mesh STA configuration as specified in 11C.2.4 
 The mesh STA shall also verify that the mesh STA configuration is identical to the mesh STA configuraion in either a Mesh Peering Open frame or a Mesh Peering Confirm frame received earlier for this mesh peering instance. If any of the verifications fails, the received Mesh Peering Confirm frame shall be rejected and mesh peering establishment attempt shall be terminated.



In other cases, the mesh STA shall accept the Mesh Peering Confirm frame. The mesh peering state shall be updated to include the mesh peering instance identifier and other information from Mesh Configuration element. The mesh STA may also update the mesh peering state based on other parameters in the Mesh Peering Confirm frame.

· Mesh Peering Close frames

· Mesh Peering Close frame contents

The Mesh Peering Close frame shall contain:

· In the Mesh Configuration element, the Mesh Peering Protocol Identifier shall be set to 0 “Mesh Peering Management Protocol”.

· Mesh ID shall be set to the same value as in the mesh STA’s mesh profile.

· Mesh Peering Management element shall contain the Local Link ID field, which shall be set according to the local state of localLinkID. If the mesh STA has local state of peerLinkID, the mesh STA shall include Peer link ID field in the Mesh Peering Management element and the value shall be set according to the local state of peerLinkID.

· Reason code shall be set to the value that specifies the reason to close the mesh peering instance. See 7.3.1.7 (Reason Code field).

· Processing Mesh Peering Close frames

The mesh STA shall reject the Mesh Peering Close frame if the value in the Mesh ID element is not the same as the mesh STA’s mesh profile. Otherwise, the mesh STA shall accept the Mesh Peering Close frame.

· Mesh Peering Management Finite State Machine

·  (MPM FSM)

· General

Each mesh peering instance, including its states and resource, are managed by a mesh peering management finite state machine (MPM FSM). The MPM FSM uses MLME primitives to control the mesh STA to send and receive Mesh Peering Management frames.

· States

The mesh peering management finite state machine uses the following six states:

· IDLE — IDLE state is a terminal state. In the IDLE state, the MPM FSM is ready to start a new mesh peering instance by either passively listening for an incoming Mesh Peering Open frame or actively initiating a mesh peering instance.

· OPN_SNT — In the OPN_SNT state, the finite state machine has actively sent a Mesh Peering Open frame and is waiting for the incoming Mesh Peering Open frame and Mesh Peering Confirm frame from the candidate peer mesh STA.

· CNF_RCVD — In the CNF_RCVD state, the finite state machine has received a Mesh Peering Confirm frame, but has not received a Mesh Peering Open frame; therefore the mesh STA has not sent the corresponding Mesh Peering Confirm frame. 

· OPN_RCVD —In the OPN_RCVD state, the finite state machine has received only the Mesh Peering Open frame but not the Mesh Peering Confirm. The mesh STA has also sent a Mesh Peering Confirm frame upon receiving a Mesh Peering Open frame.

· ESTAB — In the ESTAB state, the finite state machine has received both the Mesh Peering Open and Mesh Peering Confirm frames. The mesh STA has also sent both the Mesh Peering Open frame and Mesh Peering Confirm frame. The mesh peering is established and configured for exchanging frames with the peer mesh STA in the ESTAB state.

· HOLDING — In the HOLDING state, the finite state machine is closing the mesh peering instance with the peer mesh STA or the candidate peer mesh STA. 

· Events and Actions

The finite state machine uses three types of events: events for state machine controlling external events generated by frame processing, and events associated with internal timers.

The state machine controlling events are:

· CNCL(localLinkID, peerMAC, ReasonCode) — Used to instruct the mesh peering instance to cancel the mesh peering with the peer mesh STA. localLinkID identifies the MPM FSM for the corresponding mesh peering instance. peerMAC is the MAC address of the peer mesh entity. ReasonCode is used to inform the reason to cancel the mesh peering instance.

· ACTOPN(peerMAC, localLinkID) — The SME uses this event to create a new mesh peering instance to actively initiate the mesh peering establishment with the candidate peer mesh STA whose MAC address is peerMAC. localLinkID identifies the MPM FSM.

The events generated by frame processing are

OPN_ACPT — PeeringOpen_Accept(peerMAC, peerLinkID) event indicates that a Mesh Peering Open frame meeting the correctness criteria of 11C.4.3.2 (Mesh Peering Open frames

· )
 has been received from peerMAC for the mesh peering instance identified by peerLinkID.

· OPN_RJCT — PeeringOpen_Reject(peerMAC, peerLinkID, Configuration, ReasonCode) event indicates that a Mesh Peering Open frame from peerMAC for the mesh peering instance identified by peerLinkID is rejected due to incomplete or erroneous configuration or other internal reasons. The ReasonCode can be set to MESH-CONFIGURATION-POLICY-VIOLATION.

CNF_ACPT — PeeringConfirm_Accept(peerMAC, localLinkID, peerLinkID) event indicates that a Mesh Peering Confirm frame meeting the correctness criteria of 11C.4.3.3 (Mesh Peering Confirm frames

· )
 has been received from peerMAC for the mesh peering instance identified by localLinkID and peerLinkID.

· CNF_RJCT — PeeringConfirm_Reject(peerMAC, localLinkID, peerLinkID, ReasonCode) event indicates that a Mesh Peering Confirm frame from peerMAC for the mesh peering instance identified by localLinkID and peerLinkID is rejected due to incomplete or erroneous configuration. The ReasonCode is set to MESH-CONFIGURATION-POLICY-VIOLATION.

CLS_ACPT — PeeringClose_Accept(peerMAC, localLinkID, peerLinkID, reasonCode) event indicates that a Mesh Peering Close frame meeting the correctness criteria of 11C.4.3.4 (Mesh Peering Close frames

· )
 has been received from peerMAC for the mesh peering instance identified by localLinkID and peerLinkID. The reasonCode specifies the reason that caused the generation of the Mesh Peering Close frame.

· REQ_RJCT – PeeringRequest_Reject(peerMAC, peerLinkID, reasonCode) event indicates a special incidence that the mesh STA rejects the incoming Mesh Peering Open frame requesting to set up a new mesh peering due to internal reason. The incoming request is identified by the peerMAC and peerLinkID as received from the Mesh Peering Open frame. The reasonCode is set to PEER_LINK_CLOSED.

Three types of timers are used by the finite state machine. 

 The retryTimer triggers a re-send of the Mesh Peering Open frame when a Mesh Peering Confirm frame was not received as a response. 

The confirmTimer signals that a link establishment attempt should be aborted because a Mesh Peering Confirm frame responding to a Mesh Peering Open frame was never received. The holdingTimer signals that its mesh peering instance may be completely closed and facilitates graceful shutdown.

The internal events are as follows. The term Timeout(localLinkID, item) represents a timeout identified locally by item, for the mesh peering instance identified by localLinkID.

· TOR1— This event refers to Timeout(localLinkID, retryTimer) and the dot11MeshMaxRetries has not been reached. The Mesh Peering Open frame shall be resent.

· TOR2—This event refers to Timeout(localLinkID, retryTimer) and the dot11MeshMaxRetries has been reached. The mesh peering instance shall be closed when TOR2 occurs. 

· TOC— The Timeout(localLinkID, confirmTimer) event. The confirmTimer aborts a mesh peering establishment attempt if a Mesh Peering Open frame never arrives after receiving the Mesh Peering Confirm frame. When TOC event occurs, the mesh peering instance shall be closed. 

· TOH— The Timeout(localLinkID, holdingTimer) event. The holdingTimer allows a grace period for closing the mesh peering instance; it is necessary to avoid deadlocks and livelocks that arise due to interactions between mesh peering establishment and termination. When TOH occurs, the mesh peering instance shall be closed completely and the finite state machine shall transition to IDLE state. 

The finite state machine may take an action triggered by an event. It uses two types of actions: sending a Mesh Peering Management frame and handling a timer. 

Actions related to sending a Mesh Peering Management frame:

· sndOPN — The sendOpen(peerMAC, localLinkID, Configuration) is the action that the mesh STA takes to send a Mesh Peering Open frame to the candidate peer mesh STA, whose MAC address is peerMAC. The frame shall carry localLinkID and the supported Mesh Configuration, as specified in Configuration. 

· The MLME-MeshPeeringManagement.request primitive shall be invoked to send the frame to the peer mesh entity.

· sndCNF — The sendConfirm(peerMAC, localLinkID, peerLinkID, Configuration) is the action that the mesh STA takes to send a Mesh Peering Confirm frame to the candidate peer mesh STA, whose MAC address is peerMAC. The frame shall carry localLinkID, peerLinkID, and the supported Mesh Configuration, as specified in Configuration. 

· The MLME-MeshPeeringManagement.request primitive shall be invoked to send the frame to the peer mesh entity.

· sndCLS — The sendClose(peerMAC, localLinkID, peerLinkID, reasonCode) is the action that the mesh STA takes to send a Mesh Peering Close frame to the peer mesh STA or candidate peer mesh STA, whose MAC address is peerMAC. The MLME-MeshPeeringManagement.request primitive shall be invoked to send the frame to the peer mesh entity.

The actions on handling timers are setTimer(localLinkID, item, value) and clearTimer(localLinkID, item).

· The setTimer(localLinkID, item, timeout) action sets the timeout value specified by timeout to the timer specified by item. This action only sets the timer for one time for the mesh peering instance identified by localLinkID. When the timeout time has passed, the timer expires and the event Timeout(localLinkID, item) is triggered, after which the timer is no longer in effect. 

The corresponding actions are denoted as setR, setC, setH, for timer retryTimer, confirmTimer, holdingTimer respectively.

Before setting the retryTimer, the finite state machine shall apply the following backoff algorithm to compute the updated timeout value:

timeout = return timeout + (getRandom mod timeout),

where getRandom routine generates a random value. The initial value of timeout shall be set to dot11MeshRetryTimeout. This function statistically increases the length of time for each Mesh Peering Open retry by 50%. The backoff was inserted into the design to recover from a “gold rush”, which could happen if several already-linked mesh STAs simultaneously detected a new mesh STA trying to enter the MBSS.

· The clearTimer(localLinkID, item) action clears the timer item for the mesh peering instance identified by localLinkID. The corresponding actions are denoted as clR, clC, clH, for timer retryTimer, confirmTimer, holdingTimer respectively.

· State transitions

Table s32 (Mesh Peering Management Finite State Machine) and Figure s52 (Finite State Machine of Mesh Peering Management Protocol) summarize the state transitions for the mesh peering management protocol.

In Table s32 (Mesh Peering Management Finite State Machine), each row represents state transitions from the state to all other states. The blank entry means impossible transition.

	· Mesh Peering Management Finite State Machine

	
	To State

	
	IDLE
	OPN_SNT
	CNF_RCVD
	OPN_RCVD
	ESTAB
	HOLDING

	From State
	IDLE
	REQ_RJCT / sndCLS
	ACTOPN/ (sndOPN, setR)
	
	OPN_ACPT/ (sndOPN, sndCNF, setR)
	
	

	
	OPN_SNT
	
	TOR1/ (sndOPN, setR)
	CNF_ACPT/ (clR, setC)
	OPN_ACPT/ (sndCNF)
	
	CLS_ACPT, OPN_RJCT, CNF_RJCT, TOR2, CNCL/ (sndCLS, clR, setH)

	
	CNF_RCVD
	
	
	
	
	OPN_ACPT / (clC, sndCNF)
	CLS_ACPT, OPN_RJCT, CNF_RJCT, CNCL/ (sndCLS, clC, setH)

TOC / (sndCLS, setH)

	
	OPN_RCVD
	
	
	
	OPN_ACPT/ sndCNF 

TOR1 / (sndOPN, setR)
	CNF_ACPT / clR
	CLS_ACPT, OPN_RJCT, CNF_RJCT,TOR2, CNCL/ (sndCLS, clR, setH)

	
	ESTAB
	
	
	
	
	OPN_ACPT / sndCNF
	CLS_ACPT, OPN_RJCT, CNF_RJCT, CNCL/ (sndCLS, setH)

	
	HOLDING
	TOH/—, CLS_ACPT /clH
	
	
	
	
	OPN_ACPT, CNF_ACPT, OPN_RJCT, CNF_RJCT/ sndCLS


In Figure s52 (Finite State Machine of Mesh Peering Management Protocol), each arrow represents a state transition. All other events not shown in Figure s52 (Finite State Machine of Mesh Peering Management Protocol) indicates that no action causes the state transition. 
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· Finite State Machine of Mesh Peering Management Protocol

The event/action representation is defined as the following. “E/A” string represents that the action A is taken given that the event E occurs. “E1, E2/A” string represents that the action A is taken given that the event E1 or event E2 occurs. “E/(A1, A2)” string represents that the action A1 and A2 are taken at a time when event E occurs.

Note that Table s32 (Mesh Peering Management Finite State Machine) and Figure s52 (Finite State Machine of Mesh Peering Management Protocol) are used for illustration purpose. The protocol behavior is in the following subclauses.

· IDLE state

IDLE is a quiescent state the finite state machine enters prior to establishing a new mesh peering.

When ACTOPN event occurs, the mesh STA shall initiate the retryCounter to zero, and send a Mesh Peering Open frame to the candidate peer mesh STA whose address is peerMAC. The retryTimer shall be set according to retryTimeout. The finite state machine shall transition to OPN_SNT state.

When an OPN_ACPT event occurs, the mesh STA shall send the corresponding Mesh Peering Confirm frame to respond to the Mesh Peering Open frame. It shall also send a Mesh Peering Open frame to request a Mesh Peering Confirm frame from the candidate peer mesh STA. The retryTimer is set according to dot11MeshRetryTimeout value. The finite state machine shall transition to OPN_RCVD state.

When an REQ_RJCT event occurs, a Mesh Peering Close frame shall be sent to reject the mesh peering open request. The reason code the Mesh Peering Close frame shall be set to the same as the reason code in REQ_RJCT event. The finite state machine shall stay in the IDLE state.

All other events shall be ignored in this state.

· OPN_SNT state

In the OPN_SNT state, the mesh STA waits for a Mesh Peering Confirm frame. In this state, the retryTimer is set.

When a CNCL event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with reason code MESH-PEERING-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with reason code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall send the corresponding Mesh Peering Confirm frame to respond to the incoming Mesh Peering Open frame. The finite state machine shall transition to OPN_RCVD state.

NOTE—The retryTimer is still in effect after the state transition.

When an OPN_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with reason code specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CNF_ACPT event occurs, the mesh STA shall clear the retryTimer and shall set the confirmTimer according to the value of dot11MeshConfirmTimeout and the finite state machine shall transition to CNF_RCVD state.

When a CNF_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with reason code specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a TOR1 event occurs, the Mesh Peering Open frame shall be resent and the retryCounter shall be incremented. The retryTimer shall be set according to the updated retryTimeout computed by the backoff algorithm. The finite state machine shall stay in the OPN_SNT state.

When a TOR2 event occurs, the mesh STA shall send a Mesh Peering Close frame with reason code MESH-MAX-RETRIES. The holdingTimer shall be set according to the value of dot11MeshHoldingTimeout, and the finite state machine shall transition to HOLDING state. 

All other events shall be ignored in this state.

· CNF_RCVD state

In the CNF_RCVD state, the mesh STA has received a Mesh Peering Confirm frame and is waiting for a Mesh Peering Open frame. 

When a CNCL event occurs, the mesh STA shall clear the confirmTimer, send a Mesh Peering Close frame with the reason code MESH-PEERING-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall clear the confirmTimer, send a Mesh Peering Close frame with reason code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall clear the confirmTimer and shall send the corresponding Mesh Peering Confirm frame to respond to the incoming Mesh Peering Open frame. The finite state machine shall transition to ESTAB state.

When an OPN_RJCT event occurs, the mesh STA shall clear the confirmTimer, send a Mesh Peering Close frame with reason code as specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CNF_RJCT event occurs, the mesh STA shall clear the confirmTimer, send a Mesh Peering Close frame with reason code as specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When TOC event occurs, the mesh STA shall send a Mesh Peering Close frame with reason code MESH-CONFIRM-TIMEOUT and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

All other events shall be ignored in this state.

· OPN_RCVD state

In the OPN_RCVD state, the mesh STA has received a Mesh Peering Open frame and sent a Mesh Peering Open frame and the corresponding Mesh Peering Confirm frame. An incoming Mesh Peering Confirm is expected.

When a CNCL event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with reason code MESH-PEERING-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall resend the corresponding Mesh Peering Confirm frame. The finite state machine shall stay in the OPN_RCVD state.

When an OPN_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with reason code as specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CNF_ACPT event occurs, the retryTimer shall be cleared. The finite state machine shall transition to ESTAB state. 

When a CNF_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Mesh Peering Close frame with reason code as specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a TOR1 event occurs, the Mesh Peering Open frame shall be resent and the retryCounter shall be incremented. The retryTimer shall be set according to the updated retryTimeout computed by the backoff algorithm. The finite state machine shall stay in the OPN_RCVD state.

When a TOR2 event occurs, the mesh STA shall send a Mesh Peering Close frame with reason code MESH-MAX-RETRIES. The holdingTimer shall be set according to the value of dot11MeshHoldingTimeout, and the finite state machine shall transition to HOLDING state. 

All other events shall be ignored in this state.

· ESTAB state 

In the ESTAB state, mesh peering has been successfully established with the peer mesh STA. 

When a CNCL event occurs, the mesh STA shall send a Mesh Peering Close frame with reason code MESH-PEERING-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall send a Mesh Peering Close frame with reason code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall respond by resending the corresponding Mesh Peering Confirm frame. The finite state machine shall stay in the ESTAB state.

All other events shall be ignored in this state.

· HOLDING state

In HOLDING state, the mesh STA is closing the mesh peering. The holdingTimer has been set according to the value of dot11MeshHoldingTimeOut.

When a CLS_ACPT event occurs, the holdingTimer shall be cleared. The finite state machine shall transition to IDLE state.

When any of the following four events occurs— OPN ACPT, CNF_ACPT, OPN_RJCT, CNF_RJCT, the mesh STA shall send the Mesh Peering Close frame. The finite state machine shall stay in the HOLDING state.

When a TOH event occurs, the finite state machine shall transition to IDLE state. 

All other events are ignored in this state.

· Authenticated Mesh Peering Exchange

· Overview

The Authenticated Mesh Peering Exchange establishes an authenticated mesh peering between the mesh STAs, under the assumption that Mesh PMKSA has already been established before the initiation of the protocol via the active authentication protocol. An authenticated mesh peering includes a mesh peering, corresponding Mesh TKSA, and the two mesh STAs mesh GTKSAs.

The Authenticated Mesh Peering Exchange uses Mesh Peering Management frames. Parameters are exchanged via RSN element, Authenticated Mesh Peering Exchange element, and MIC element.

The major functions provided by AMPE are Security Capability Selection and Key Management.

The Security Capability Selection function (specified in 11C.5.2 (Security capabilities selection

· )
) achieves the agreement on the security parameters used for the protocol instance, including the Mesh PMKSA, pairwise cipher suite, and group cipher suite.

· Mutual authentication using the shared Mesh PMK. It is achieved by verifying that the protection on the Mesh Peering Management frames are correctly achieved by the protection key derived from the shared Mesh PMK.

· The Key Management function (specified in 8.8.1 (Keys and Key Derivation Algorithm)) derives the temporal key in the Mesh TKSA and distributes both mesh STAs’ MGTKs to each other.

During the Authenticated Mesh Peering Exchange handshake, the mesh STAs generate nonces and transmit them via Mesh Peering Management Action frames. The secure mesh peering instance is identified as
Identifier = <min(localMAC, peerMAC), 
max(localMAC, peerMAC), 

min(localNonce || localLinkID, peerNonce || peerLinkID), 

max(localNonce || localLinkID, peerNonce || peerLinkID)>. 
The mesh STA shall generate a random value for its localNonce, as specified in 8.5.7. The candidate peer mesh STA is expected to generate a random value for the peerNonce, which the mesh STA receives from the candidate peer mesh STA in Confirm and Close Action frames.

Mesh Peering Management frames used in the Authenticated Mesh Peering exchange are protected using the deterministic authenticated encryption mode of AES-SIV (RFC 5297). 

· Security capabilities selection

· Instance Pairwise Cipher Suite selection

Pairwise cipher suite selectors WEP-40, WEP-104, and TKIP shall not be used as the pairwise cipher suite when dot11MeshSecurityActivated is enabled.

If the pairwise cipher suite has not been selected, mesh STAs shall attempt to reach the agreement on the pairwise cipher suite using the following procedure in four steps:

1) The mesh STA shall announce the list of pairwise cipher suites it supports using an ordered list in the RSN element in the Mesh Peering Open frame. The first value in the list is the most preferred cipher suite by the mesh STA, and last value the least preferred.

2) If the mesh STA receives a Mesh Peering Open frame from the candidate peer mesh STA, the mesh STA shall independently make decision on the selected pairwise cipher suite based on intersection of its own ordered list and the received ordered list. 

If the intersection is empty, the pairwise cipher suite selection fails and failure reason code MESH-INVALID-SECURITY-CAPABILITY shall be generated and corresponding actions shall be taken according to 11C.5.6 (Authenticated Mesh Peering Exchange Finite State Machine

a) )

b) If the intersection is not empty and contains more than one value, the selected cipher suite shall be the entry in the intersection list most preferred by the mesh STA with the largest MAC address in the lexicographic ordering.

3) If the mesh STA receives a Mesh Peering Confirm frame from the candidate peer mesh STA before receiving a Mesh Peering Open frame, the mesh STA shall verify that the mesh STA supports the chosen pairwise cipher suite by the candidate peer mesh STA. Otherwise, the selection fails and the failure reason code MESH-INVALID-SECURITY-CAPABILITY shall be generated. 
Furthermore, upon receiving a Mesh Peering Open frame, the mesh STA shall verify that the accepted selected pairwise cipher suite matches the chosen pairwise cipher suites as the result of  step 2. If they do not match, the selection fails and the failure reason code MESH-INVALID-SECURITY-CAPABILITY shall be generated. Otherwise, the pairwise cipher suite selection succeeds, and the mesh STA shall proceed to  step 4. 

4) Upon the successful pairwise cipher suite selection, if generating the Mesh Peering Confirm frame, the mesh STA shall set the Selected Pairwise Cipher Suite to the cipher suite selector of the selected pairwise cipher suite.

· Group Cipher Suite selection

Group cipher suite selectors WEP-40, WEP-104, and TKIP shall not be used as the group cipher suite when dot11MeshSecurityActivated is true.

The mesh STA shall not use a different group cipher suite than the one used by the peer mesh STA or candidate peer mesh STA in the same MBSS.

The mesh STAs shall announce the group cipher suite used for its own broadcast protection in the Mesh Peering Open Action frame. The mesh STA shall verify whether it supports the group cipher suite announced by the candidate peer mesh STA in the Mesh Peering Open frame. If the cipher suite is supported, the selection succeeds. Furthermore the group cipher suite received in the Mesh Peering Confirm frame shall be supported by the mesh STA as well. If the group cipher suite selection fails, the reason code MESH-INVALID-SECURITY-CAPABILITY shall be generated.

· Construction and processing AES-SIV-protected Mesh Peering Management frames

AES-SIV performs deterministic authenticated encryption and takes additional data that is authenticated but not encrypted (AAD). When encrypting and authenticating AES-SIV takes a key, plaintext data to protect, and multiple distinct components of AAD, to produce a synthetic initialization vector and a ciphertext. When verifying encrypted and authenticated data AES-SIV takes a key, a synthetic initialization vector, ciphertext data to decrypt and verify, and AAD, to produce either plaintext or the symbol “FAIL” indicating failure to decrypt and verify.

Note—The AAD used in the encryption process must be identical to the AAD used in the decryption process and the synthetic initialization vector produced by the encryption process must be used in the decryption process.

When constructing a Mesh Peering Management frame the following procedure shall be followed:

· The input key shall be the AEK 

· The input plaintext shall be the Authenticated Mesh Peering element (see 7.4.14.2 (

· Mesh Peering Open frame format), 7.4.14.3 (Mesh Peering Confirm frame format), 7.4.14.4 (Mesh Peering Close frame format))

· and input AAD shall be three distinct components consisting of

· the localMAC

· the peerMAC

· the contents of the Mesh Peering Management frame from the category (inclusive) to the MIC element (exclusive).

· The output synthetic initialization vector shall be copied into the MIC field of the MIC element in the Mesh Peering Management frame

· The output ciphertext shall become the remainder of the Mesh Peering Management frame after the MIC element

When verifying a Mesh Peering Management frame the following procedure shall be followed:

· The input key shall be the AEK

· The input synthetic initialization vector shall be the MIC field of the MIC element in the Mesh Peering Management frame

· The input ciphertext shall be the part of the Mesh Peering Management frame following the MIC element

· The input AAD shall be three distinct components consisting of

· the peerMAC

· the localMAC

· the contents of the Mesh Peering Management frame from the category (inclusive) to the MIC element (exclusive)

· If AES-SIV returns the symbol “FAIL” processing of the frame shall be deemed a failure with a behavior dependent on the type of Mesh Peering Management frame.

· If AES-SIV returns plaintext it shall be treated as the components of the Mesh Peering Management frame and processed accordingly.

· MGTK distribution

The mesh STA shall distribute the MGTK to the peer mesh STA using the Mesh Peering Open frame during the Authenticated Mesh Peering Exchange. Upon successful completion of AMPE, each mesh STA shall establish states for the peer mesh STA’s mesh GTKSA. The GTKData subfield in the Authenticated Mesh Peering Exchange element shall contain the MGTK concatenated by the Key RSC and the GTKExpirationTime (as indicated in section 7.3.2.115 (

Authenticated Mesh Peering Exchange element)).

· Mesh Peering Management frames for Authenticated Mesh Peering Exchange

· General

The Authenticated Mesh Peering Exchange is inclusive of the Mesh Peering Management protocol. AMPE frames have additional processing and construction requirements on top of those for MPM frames. 

The Mesh Peering Management frames shall be generated with additional information using RSN element and AMPE element to support Authenticated Mesh Peering Exchange. Upon receiving a Mesh Peering Management frame when Authenticated Mesh Peering Exchange is enabled, the mesh STA shall perform Authenticated Mesh Peering Exchange specific processing operations followed by the basic Mesh Peering Management protocol frame processing as specified in 11C.4.3 (Processing Mesh Peering Management frames

)
.

· Mesh Peering Open frame contents for Authenticated Mesh Peering Exchange

A mesh STA initiates the establishment of an authenticated mesh peering  with a candidate peer mesh STA by sending a Mesh Peering Open frame to the candidate peer mesh STA. In addition to contents for establishing a mesh peering as specified in 11C.4.3.2.1 (Mesh Peering Open frame contents), the Mesh Peering Open frame shall contain the following:

· In the Mesh Configuration element, the Mesh Peering Protocol Identifier shall be set to 1 “Authenticated Mesh Peering Exchange Protocol”.

· In the Mesh Peering Management element, the Chosen PMK field shall be set to PMKName that identifies the Mesh PMKSA the mesh STA established with the candidate peer mesh STA.

· The RSN element shall be identical to the RSN element in the STA’s Beacon and Probe Response frames.
· 
· 

· 
· In the Authenticated Mesh Peering Exchange element

· The Selected Pairwise Cipher Suite field shall be set to the first cipher suite selector in the Pairwise Cipher Suite List field in RSN element.

· The Local Nonce field shall be set to the localNonce value generated by the mesh STA for identifying the current mesh peering instance.

· The Peer Nonce field shall be set to 0.

The GTKdata field shall be present and shall contain the data for the mesh STA’s MGTK. The components of the GTKdata are specified in 11C.5.4 (MGTK distribution

· )
.

The Mesh Peering Open frame shall be protected using AES-SIV as specified in 11C.5.3 (Construction and processing AES-SIV-protected Mesh Peering Management frames).

· Processing Mesh Peering Open frames for Authenticated Mesh Peering Exchange

On receiving a Mesh Peering Open frame, the mesh STA shall verify the received frame. If AES-SIV returns the symbol “FAIL” the OPN_RJCT event shall be invoked to the corresponding Authenticated Mesh Peering Exchange finite state machine and the reason code “MESH-INVALID-GTK” is generated. Otherwise processing continues.

The received frame shall be rejected if the security capability selection fails (see 11C.5.2 (Security capabilities selection

)
). The OPN_RJCT event shall be invoked to the corresponding Authenticated Mesh Peering Exchange finite state machine.

The peer mesh STA’s MGTK extracted from the Mesh Peering Open frame shall be added to the Receive MGTK SA in which the peer’s MAC address equals the MGTK Source mesh STA MAC address.

If all operations succeed, the mesh STA shall proceed to process the Mesh Peering Open frame on basic parameters as specified in 11C.4.3.1 (Overview

)
 and 11C.4.3.2 (Mesh Peering Open frames

)
.

· Mesh Peering Confirm frame content for Authenticated Mesh Peering Exchange

When sending a Mesh Peering Confirm frame in response to a Mesh Peering Open frame, the constructed Mesh Peering Confirm frame shall contain the following in addition to contents for establishing a mesh peering as specified in 11C.4.3.3.1 (Mesh Peering Confirm frame contents). 

· In the Mesh Configuration element, the Mesh Peering Protocol Identifier shall be set to 1 “Authenticated Mesh Peering Exchange Protocol”.

· The RSN element shall be the same as sent in the Mesh Peering Open frame.

· In the Authenticated Mesh Peering Exchange element

The Selected Pairwise Cipher Suite field shall be set to the cipher suite selector that indicates the successfully selected pairwise cipher suite (specified in 11C.5.2.1 (Instance Pairwise Cipher Suite selection

· )
).

· The Peer Nonce field shall be set to the nonce value chosen by the peer mesh STA as received in the Local Nonce field in the Mesh Peering Open frame from the candidate peer mesh STA.

· The GTKdata field shall not be present.

· The rest of fields are set to the same values sent in the Mesh Peering Open frame.

The Mesh Peering Confirm frame shall be protected using AES-SIV as specified in 11C.5.3 (Construction and processing AES-SIV-protected Mesh Peering Management frames).

· Processing Mesh Peering Confirm frames

On receiving a Mesh Peering Confirm frame, the mesh STA shall verify the received frame. The received frame shall be discarded if AES-SIV returns the symbol “FAIL”.

If AES-SIV returns plaintext, the following operations shall be performed in order:

· The Selected Pairwise Cipher Suite is checked. If the security capability selection has been done and the received value from Chosen Pairwise Cipher Suite field is not the same as the agreed pairwise cipher suite, the mesh STA shall reject the received frame and the CNF_RJCT event is invoked to the corresponding Authenticated Mesh Peering Exchange finite state machine with the failure reason code MESH-INVALID-SECURITY-CAPABILITY.

· The Group Cipher Suite is checked. If the received group cipher suite is not supported by the mesh STA, the mesh STA shall reject the received Mesh Peering Confirm frame and the CNF_RJCT event is invoked to the corresponding Authenticated Mesh Peering Exchange finite state machine with the failure reason code MESH-INVALID-SECURITY-CAPABILITY.

If none of the cases is true, the mesh STA shall proceed to process the Mesh Peering Confirm Action frame on basic parameters as specified in 11C.4.3.1 (Overview

)
 and 11C.4.3.3 (Mesh Peering Confirm frames

)
.

· Mesh Peering Close frame content for Authenticated Mesh Peering Exchange

When sending a Mesh Peering Close frame, the mesh STA shall generate the following information for Authenticated Mesh Peering Exchange, in addition to contents for closing a mesh peering as specified in 11C.4.3.4.1 (Mesh Peering Close frame contents):

· In the Mesh Configuration element, the Mesh Peering Protocol Identifier shall be set to 1 “Authenticated Mesh Peering Exchange Protocol”.

· In the Mesh Peering Management element, the Chosen PMK field shall be set to the same value as sent in the Mesh Peering Open frame.

· In the Authenticated Mesh Peering Exchange element

· The Selected Pairwise Cipher Suite field shall be set to the same value as sent in the Mesh Peering Open frame.

NOTE—If the reason for sending the Mesh Peering Close is the pairwise cipher suite selection failure, the information in this field is used to inform the candidate peer mesh STA what was announced by the mesh STA for the mesh peering instance.

· The Local Nonce field shall be set to the same value as sent in the Mesh Peering Open frame.

· The Peer Nonce field shall be set to the same value as received in the Local Nonce field of the Authenticated Mesh Peering Exchange of the incoming Mesh Peering Management frame from the candidate peer mesh STA.

The Mesh Peering Close frame shall be protected using AES-SIV as specified in 11C.5.3 (Construction and processing AES-SIV-protected Mesh Peering Management frames).

· Processing Mesh Peering Close frames

On receiving a Mesh Peering Close frame, the mesh STA shall verify the received frame. The received frame shall be discarded if AES-SIV returns the symbol “FAIL”.

If AES-SIV returns plaintext, the mesh STA shall proceed to process the Mesh Peering Close frame on basic parameters as specified in 11C.4.3.1 (Overview

)
 and 11C.4.3.4 (Mesh Peering Close frames

)
.

· Authenticated Mesh Peering Exchange Finite State Machine

· Overview

The finite state machine for Authenticated Mesh Peering Exchange supports all the states, events, and actions defined for the finite state machine for the Mesh Peering Management protocol. New events, actions, and state transitions are added to specify the security functions for Authenticated Mesh Peering Exchange. 

When a finite state machine is generated and activated for an Authenticated Mesh Peering Exchange instance, the localNonce shall be generated and used together with a new localLinkID to identify the instance.

· Additional events and actions to Mesh Peering Management FSM

All events for rejecting or ignoring received Action frames shall report the corresponding reason code related to Authenticated Mesh Peering Exchange functions as described in 11C.5.5 (Mesh Peering Management frames for Authenticated Mesh Peering Exchange

)
.

In addition, there is one new event.

TOR3 — This event refers to Timeout(localLinkID, retryTimer), the dot11MeshMaxRetries has been reached, with the Authenticated Mesh Peering Exchange enabled, but the mesh STA fails to confirm the selection of the shared Mesh PMKSA. When this event triggers, the protocol instance shall be closed, but no Mesh Peering Close frame shall be sent. 

The actions of sending Mesh Peering Management frames are updated as the following. 

sndOPN — Generate a Mesh Peering Open frame for the current Authenticated Mesh Peering Exchange protocol instance (as specified in 11C.5.5.2 (Mesh Peering Open frame contents for Authenticated Mesh Peering Exchange)) and send it to the candidate peer mesh STA.

sndCNF — Generate a Mesh Peering Confirm frame for the current Authenticated Mesh Peering Exchange protocol instance (as specified in 11C.5.5.4 (Mesh Peering Confirm frame content for Authenticated Mesh Peering Exchange

)
) and send it to the candidate peer mesh STA.

sndClose — Generate a Mesh Peering Close frame for the current Authenticated Mesh Peering Exchange protocol instance (as specified in 11C.5.5.6 (Mesh Peering Close frame content for Authenticated Mesh Peering Exchange

)
) and send it to the candidate peer mesh STA.

· State transitions

All state transitions specified in Mesh Peering Management finite state machine shall be used for Authenticated Mesh Peering Exchange finite state machine.

In OPN_SNT state, the following are additional state transitions and actions

When TOR3 event occurs, the retryTimer shall be cleared and the holdingTimer shall be set. The finite state machine shall transition to HOLDING state.

In OPN_RCVD state, the following are the additional actions

When CNF_ACPT event occurs, in addition to the actions for Mesh Peering Management protocol, the mesh STA shall signal the completion of key management by utilizing the MLME-SETKEYS.request primitive to configure the agreed-upon mesh temporal pairwise key into the IEEE 802.11 MAC and by calling the MLME-SETPROTECTION.request primitive to enable its use. 

In CNF_RCVD state, the following are the additional actions

When OPN_ACPT event occurs, in addition to the actions for Mesh Peering Management protocol, the mesh STA shall signal the completion of key management by utilizing the MLME-SETKEYS.request primitive to configure the agreed-upon mesh temporal pairwise key into the IEEE 802.11 MAC and received MGTK and by calling the MLME-SETPROTECTION.request primitive to enable the usage.

Table s33 (Authenticated Mesh Peering Exchange Finite State Machine) and Figure s53 (

Finite State Machine of Authenticated Mesh Peering Exchange Protocol)
 specify the state transitions of the finite state machine for Authenticated Mesh Peering Exchange.

	· Authenticated Mesh Peering Exchange Finite State Machine

	
	To State

	
	IDLE
	OPN_SNT
	CNF_RCVD
	OPN_RCVD
	ESTAB
	HOLDING

	From State
	IDLE
	REQ_RJCT / sndCLS
	ACTOPN/ (sndOPN, setR)
	
	OPN_ACPT/ (sndOPN, sndCNF, setR)
	
	

	
	OPN_SNT
	
	TOR1/ (sndOPN, setR)
	CNF_ACPT/ (clR, setC)
	OPN_ACPT/ (sndCNF)
	
	CLS_ACPT, OPN_RJCT, CNF_RJCT, TOR2, CNCL/ (sndCLS, clR, setH)

TOR3 / (clR, setH)

	
	CNF_RCVD
	
	
	
	
	OPN_ACPT / (clC, sndCNF)
	CLS_ACPT, OPN_RJCT, CNF_RJCT, CNCL/ (sndCLS, clC, setH)

TOC / (sndCLS, setH)

	
	OPN_RCVD
	
	
	
	TOR1 / (sndOPN, setR)

OPN_ACPT / sndCNF
	CNF_ACPT / clR
	CLS_ACPT, OPN_RJCT, CNF_RJCT,TOR2, CNCL/ (sndCLS, clR, setH)

	
	ESTAB
	
	
	
	
	OPN_ACPT / sndCNF
	CLS_ACPT, OPN_RJCT, CNF_RJCT,CNCL/ (sndCLS, setH)

	
	HOLDING
	TOH/—, CLS_ACPT / clH-
	
	
	
	
	OPN_ACPT, CNF_ACPT, OPN_RJCT, CNF_RJCT / sndCLS
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· Finite State Machine of Authenticated Mesh Peering Exchange Protocol

· Mesh Group Key Handshake

· General

The Mesh Group Key Handshake may be used by either mesh STA, after a secure mesh peering has been established, to update the MGTK that it uses to protect group addressed MPDUs that it transmits to its peer mesh STAs. 

The mesh STA may update its MGTK when a mesh peering is terminated.

To update the MGTK, the mesh STA shall execute the Mesh Group Key handshake with each of its current peer mesh STAs. The “MGTK Source” is the mesh STA that is sending the MGTK to a peer mesh STA using this protocol. A “MGTK Recipient” is a mesh STA receiving the MGTK being sent by the MGTK Source.

The Mesh Group Key handshake exchange shall include two messages:

· Message 1: Mesh Group Key Inform frame

· Message 2: Mesh Group Key Acknowledge frame

Mesh Group Key Inform frame and Mesh Group Key Acknowledge frame are conventionally referred to as “mesh group key handshake frames”.

The mesh STA shall do an AMPE handshake before a Mesh Group Key Handshake if both are required to be done.

NOTE—The MGTK source cannot initiate the Mesh Group Key Handshake until the Authenticated Mesh Peering Exchange completes successfully.

· Protection on mesh group key handshake frames

Mesh group key handshake frame used in Mesh Group Key Handshake are protected using the deterministic authenticated encryption mode of AES-SIV (RFC 5297) when dot11MeshSecurityActivated is true.

When constructing protection on mesh group handshake frames, the following procedure shall be used:

· The key shall be the AEK from the current active security association with the peer mesh STA that receives the mesh group key handshake frame.

· The input plaintext shall be the AMPE Authenticated Mesh Peering element (see 7.4.14.5 (Mesh Group Key Inform frame format) and 7.4.14.6 (Mesh Group Key Acknowledge frame format)).

· The plaintext shall be the AMPE element

· AAD shall be three distinct components:

· the localMAC

· the peerMAC

· the contents of the mesh group key handshake frame from the category (inclusive) to the MIC element (exclusive).

· The synthetic initialization vector produced by AES-SIV shall be copied into the MIC field of the MIC element in the frame.

· The produced ciphertext shall become the remainder of the mesh group key handshake frame after the MIC element.

When verifying the protection on the mesh group handshake frames, the following procedure shall be used:

· The key shall be the AEK from the current active security association with the peer mesh STA that receives the mesh group key handshake frame.

· AAD shall be three distinct components:

· the peerMAC

· the localMAC

· the contents of the mesh group key handshake frame from the category (inclusive) to the MIC element (exclusive).

· The synthetic initialization vector shall be the MIC field of the MIC element in the frame.

· The ciphertext shall be the content after the MIC element in the frame

· If AES-SIV validation function takes above input.

· If the function returns the special symbol “FAIL” the frame shall be discarded

· If the plaintext is returned successfully, the produced plaintext shall be treated as the contents after the MIC element in the frame. 

· Mesh Group Key Inform frame construction and processing

Mesh Group Key Inform Action frame shall be constructed as the following: 

· AMPE element shall be set as the following

· The Selected Pairwise Cipher Suite field shall be left blank.

· The Local Nonce field shall be set to the same value as sent in the Mesh Peering Open frame that established the mesh peering instance.

· The Peer Nonce field shall be set to the same value as received in the localNonce field of the Authenticated Mesh Peering Exchange of the incoming Mesh Open frame that established the peering instance.

· The Key Replay Counter shall be set to the mesh STA’s local replay counter value, incremented by 1, for the mesh peering. After setting this field, the local replay counter shall also be incremented by 1.

The GTKdata field shall be present and shall contain the data for the MGTK from MGTK source. The components of the GTKdata are specified in 11C.5.4 (MGTK distribution

· )
.

· MIC element shall be set according to the protection mechanism in 11C.6.2 (Protection on mesh group key handshake frames).

The construction of AES-SIV protection on Mesh Group Key Inform frame shall use the construction procedure as in 11C.6.2 (Protection on mesh group key handshake frames).

The MGTK source sends the Mesh Group Key Inform frame to the MGTK recipient.

On reception of Mesh Group Key Inform frame, the MGTK recipient shall use the procedure in 11C.6.2 (Protection on mesh group key handshake frames) to validate the AES-SIV construction.

· If the validation recovers the plaintext successfully, the MGTK recipient shall proceed with the following procedure

· Verify that values in local Nonce field and peer Nonce field are the same as in the current valid Mesh TKSA that the MGTK recipient established with the sender of the Mesh Group Key Inform frame. If there is any mismatch, the received Mesh Group Key Inform frame shall be discarded and no further action shall be taken.

· Verify that the Key Replay Counter has not yet been seen before, i.e., its value is strictly larger than that in any other mesh Group Key Inform frame received thus far during this security association. If this verification fails, the received Mesh Group Key Inform frame shall be discarded and no further action shall be taken.

· Use the MLME-SETKEYS.request primitive to configure the temporal MGTK into its IEEE 802.11 MAC

· Respond by constructing and sending Mesh Group Key Handshake Acknowledge to the MGTK source and incrementing the replay counter.

NOTE—The MGTK source must increment and use a new Key Replay Counter field value on every Mesh Group Key Inform Action frame, even retries, because the Mesh Group Key Acknowledge responding to an earlier Mesh Group Key Inform frame may have been lost. If the MGTK source did not increment the replay counter, the MGTK receiver will discard the retry, and no responding Mesh Group Key Acknowledge frame will ever arrive.

· If the AES-SIV validation returns a special symbol “FAIL”, the Mesh Group Key Inform frame shall be discarded. No further action shall be taken.

· Mesh Group Key Acknowledge frame construction and processing

Mesh Group Key Acknowledge Action frame shall be constructed as the following: 

· AMPE element shall be set as the following

· The Selected Pairwise Cipher Suite field shall be left blank.

· The Local Nonce field shall be set to the same value as sent in the Mesh Peering Open frame that established the mesh peering instance.

· The Peer Nonce field shall be set to the same value as received in the localNonce field of the Authenticated Mesh Peering Exchange of the incoming Mesh Open frame that established the peering instance.

· The Key Replay Counter shall be set to the same value as received in the Mesh Group Key Inform frame.

· The GTKdata field shall be blank.

· MIC element shall be set according to the protection mechanism in 11C.6.2 (Protection on mesh group key handshake frames).

The construction of AES-SIV protection on Mesh Group Key Acknowledge frame shall use the construction procedure as in 11C.6.2 (Protection on mesh group key handshake frames).

The MGTK recipient sends the Mesh Group Key Acknowledge frame to the MGTK source.

On reception of Mesh Group Key Acknowledge frame, the MGTK source shall use the procedure in 11C.6.2 (Protection on mesh group key handshake frames) to validate the AES-SIV construction.

· If the validation recovers the plaintext successfully, the MGTK source shall set the content of AMPE element using the recovered plaintext and proceed with the following procedure

· Verify that values in local Nonce field and peer Nonce field are the same as in the current valid Mesh TKSA that the MGTK source established with the sender of the Mesh Group Key Acknowledge frame. If there is any mismatch, the received Mesh Group Key Acknowledge frame shall be discarded and no further action shall be taken.

· Verify that the Key Replay Counter value matches the one that it has used for the Mesh Group Key Handshake. If this verification fails, the received Mesh Group Key Acknowledge frame shall be discarded and the MGTK source may invoke a retry to send a new Mesh Group Key Inform frame with a new Key Replay Counter value.

· If the validation returns a special symbol “FAIL”, the Mesh Group Key Acknowledge frame shall be discarded and the MGTK source may invoke a retry to send a new Mesh Group Key Inform frame with a new Key Replay Counter value.

· Mesh Group Key implementation considerations

If the MGTK source does not receive a Mesh Group Key Acknowledge frame to its Mesh Group Key Inform frames, it shall attempt dot11MeshConfigGroupUpdateCount transmits of the Mesh Group Key Inform frame, plus a final timeout. The retransmit timeout value shall be 100 ms for the first timeout, half the listen interval for the second timeout, and the listen interval for subsequent timeouts. If there is no listen interval, then 100 ms shall be used for all timeout values. If it still has not received a response after this, then the MGTK source shall tear down the mesh peering and Mesh TKSA with this MGTK recipient, by generating a CNCL event for the peering instance and pass the event to the mesh peering instance controller. 
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�Why shall?


�Why shall


�This is not true; in my understanding, MPM is also used with AMPE


�Is this paragraph needed here? In my view it should go to 11C.3.2.2 Creating ..; I assume that this AID will be the localLinkID in the peering instance indentifier


�Needed here?
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