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Modify 11C.3.1 as indicated:
· Mesh Peering Management framework

· General

The Mesh Peering Management framework supports all functions to establish, manage, and tear down peerings between mesh STAs. When dot11MeshSecurityActivated is true, a mesh STA shall manage Mesh peering and Mesh TKSA for each peer mesh STA. When a mesh STA is establishing a mesh peering, it indicates whether the peering is for an emergency service or for a normal mesh peering. The mesh peering procedures for the emergency cases are beyond the scope of this standard.


MBSS peering management functions shall be invoked after a candidate peering mesh STA is discovered via Candidate peer mesh STA discovery procedure in Error! Reference source not found.. Mesh STAs shall not transmit frames other than the ones used for candidate peer mesh STA discovery, mesh peering management, and SAE to a neighboring mesh STA until a mesh peering has been established with the mesh STA
Depending on the setting of dot11MeshSecurityActiviated, one of the following protocols shall be invoked to establish the mesh peering with the candidate peer mesh STA:

· When dot11MeshSecurityActivated is false, the Mesh Peering Management (MPM) protocol is used to establish and manage the mesh peering between candidate peer mesh STAs See Error! Reference source not found. for MPM protocol details.

· When dot11MeshSecurityActivated is true, the Authenticated Mesh Peering Exchange (AMPE) protocol is used to establish and manage the mesh peering and Mesh TKSA between candidate peer mesh STAs using an existing Mesh PMK ssecurity association (Mesh PMKSA). See Error! Reference source not found. for AMPE handshake details. If an existing Mesh PMKSA is identified during discovery it shall be used directly with AMPE. If no Mesh PMKSA is identified a Mesh PMKSA shall be established using SAE.
The Mesh Peering Exchange (MPM) establishes a peering between Mesh STAs. Using MPM both peers agree on capabilities to govern the peering. Upon successful completion of MPM, Mesh STAs may transmit frames, such as HWMP frames, to maintain the integrity of the mesh.
The Authenticated Mesh Peering Exchange is inclusive of the Mesh Peering Management protocol but differs in that it has additional requirements on creation and processing of frames. 
The successful completion of AMPE establishes the mesh peering and Mesh TKSA with the peer mesh STA, and the mesh TK and MGTKs are installed. Then data traffic is allowed to flow on the mesh peering and protection on the data traffic is enabled. If the 802.1X ports are attached to 802.11 SME, the 802.1X uncontrolled port shall be closed to enable data traffic. Upon failure of AMPE, the mesh STA shall terminate the mesh peering establishment procedure with the current candidate peer mesh STA, and the mesh STA shall continue with the candidate peer mesh STA discovery procedure.

Mesh STAs shall support SAE authentication (see 8.2a (Authentication using a password) using a pre-shared secret with the candidate peer mesh STA.
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	· Logical flowchart of protocol interaction in Mesh Peering Management framework
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Modify section 11C.3.2 as indicated:
· Mesh Peering Instance Controller

· Functions

A mesh STA shall use a Mesh Peering Instance Controller to manage all mesh peering instances established or in the process of establishment or teardown with its peer mesh STAs and candidate peer mesh STAs. The mesh peering instance is represented by the MPM state machine (see Error! Reference source not found. or the AMPE state machine Error! Reference source not found. and all associated information and mesh peering state used to process and manage Peer Link Management frames. Logical flowchart of protocol interaction in Mesh Peering Management framewo demonstrates the logical flow of protocol interactions in the peering management framework


The Mesh Peering Instance Controller shall support the following functions:

· Create and destroy MPM finite state machines and AMPE finite state machines

· Manage instance identifier and Mesh TKSA states for each mesh peering instance

· Pre-process the mesh peering instance identifier of the incoming Mesh Peering Management frames and pass the frames to the corresponding protocol finite state machine with matching instance identifier

· Pass internal command to corresponding protocol finite state machine which has matching instance identifier

The Mesh Peering Instance Controller may provide useful information to the mesh STA discovery procedure depending on the outcome of SAE, MPM, and AMPE to make candidate peer mesh STA discovery more effective.

· If SAE execution fails, depending on the reason of failure from SAE, the mesh STA may or may not discover the same candidate peer mesh again through the new candidate peer mesh STA procedure.

· If AMPE execution fails and the reason was the failure of mutual authentication using the shared mesh MPKSA, the mesh STA may discover the same candidate peer mesh STA in order to execute SAE authentication to establish a new Mesh PMKSA with the candidate peer mesh STA.

· If AMPE execution fails and the reason was the failure to reach agreement on some mesh peering related parameters, the mesh STA may discover the same candidate peer mesh STA in order to execute AMPE handshake again with a different parameter set for mesh peering negotiation.

· If AMPE execution fails due to retry failure or other internal reasons, the mesh STA may choose not to discover the same candidate peer mesh STA, but try to establish mesh peerings with other new candidate peer mesh STAs.
· If MPM execution fails and the reason was the failure to reach agreement on some mesh peering related parameters, the mesh STA may discover the same candidate peer mesh STA in order to execute MPM again with a different parameter set for mesh peering negotiation.
· Creating mesh peering instance and Mesh TKSA for a peer mesh STA

The mesh peering instance controller shall generate a new protocol finite state machine after successful candidate peer mesh STA discovery and activatation of the new finite state machine to initiate the mesh peering establishment. 
Multiple mesh peering instances with the same candidate peer mesh STA may be initiated at any time. However, once a mesh peering is established successfully, all other mesh peering instances with the same peer mesh STA shall be closed properly.  
A new mesh peering instance may be started when the mesh STA already maintains a valid mesh peering with the same peer mesh STA, due to the change of some mesh peering parameter. Once the new mesh peering is established successfully, the previous valid mesh peering shall be closed properly.


· Deleting mesh peering instances

To actively close a mesh peering instance, the Mesh Peering Instance Controller shall invoke a CNCL event in the mesh peering instance finite state machine. The CNCL event will trigger closing the mesh peering instance as well as the Mesh TKSA that is bound to the mesh peering.

The mesh peering instance closure may be triggered by receipt of a Mesh Peering Close frame from the peer mesh STA or candidate peer mesh STA. The Mesh Peering Close frame shall be passed to the corresponding mesh peering instance finite state machine for further processing.

When the mesh peering instance finite state machine transitions back to IDLE state, the tearing down of this mesh peering instance completes and the mesh peering instance controller shall destroy the corresponding finite state machine.

Modify section 11C.4.2 as indicated:
· Pre-processing Mesh Peering Management frames

Each mesh peering instance, for both MPM FSMs and AMPE FSMs, shall be identified by a set of information called the mesh peering instance identifier, which includes the localLinkID, peerLinkID, localMAC, and peerMAC. In addition, the AMPE FSMs are further identified by the PMKName from the Mesh Peering Management element. 

localMAC is the MAC address of the mesh STA that is being used with this mesh peering instance. peerMAC is the MAC address of the peer mesh STA or the candidate peer mesh STA. localLinkID is an integer generated by the mesh STA. peerLinkID is an integer generated by the peer mesh STA or the candidate peer mesh STA.The localLinkID shall be unique among all existing link identifiers used by the mesh STA for its current mesh peering management finite state machines. The mesh STA selects the localLinkID to provide high assurance that the same number has not been used to identify a recent mesh peering management finite state machine. The peerLinkID shall be supplied by the peer mesh STA or candidate peer mesh STA in Mesh Peering Open and Confirm frames. The mesh peering management finite state machine identifiers are transmitted via Mesh Peering Management frames.

The mesh peering instance controller on a mesh STA shall pre-process incoming Mesh Peering Management frames and shall either discard the frame or pass it to the corresponding active mesh peering instance finite state machine for further processing.

If the Mesh Peering Protocol Identifier field in the Mesh Peering Management element indicates “Mesh Peering Management Protocol”, the Authenticated Mesh Peering element and MIC element, if present in the frame, shall be ignored.

If the Mesh Peering Protocol Identifier field in the Mesh Peering Management element indicates “Authenticated Mesh Peering Exchange” and the Authenticated Mesh Peering Exchange element or MIC element is not included in the frame, the frame shall be silently discarded.

If the frame contains a group address in TA or RA, it shall be silently discarded.

The mesh peering instance controller then locates an active FSM, either an MPM FSM if the Mesh Peering Protocol Identifier indicates “Mesh Peering Management Protocol” or an AMPE FSM if the Mesh Peering Protocol indicates “Authenticated Mesh Peering Exchange.” A match is determined by checking the contents of the Mesh Peering Management Element with each peering instance. A match shall be found if the following conditions hold:

· If the sender’s MAC address is the same as the peerMAC of the mesh peering instance, and;

· The receiver’s MAC address is the same as the localMAC of the mesh peering instance, and;

· The value of the Local Link ID field is the same as the peerLinkID of the mesh peering instance, and;

· The value of the Peer Link ID field is the same as the localLinkID of the mesh peering instance. 

If no match is found but there exists a mesh peering instance for which the receiver’s MAC address is the same as the localMAC and the Peer Link ID field is the same as the localLinkID, the mesh peering instance shall be deemed a match and the Local Link ID field shall be copied to the peerLinkID of the mesh peering instance. 

If the incoming Mesh Peering Management frame is for AMPE the received frame must be further processed as follows:.

· If the chosen PMK from the received frame is different than the PMKName that identifies the valid Mesh PMKSA established with the candidate peer mesh STA the frame shall be dropped. 

· If the localNonce in the mesh peering instance is different than the Peer Nonce field of the received frame, the frame shall be dropped.

· If the peerNonce in the mesh peering instance exists and is different than the Local Nonce field of the received frame, the frame shall be dropped.

· If the peerNonce in the mesh peering instance does not exist, the Local Nonce field in the received frame shall be copied to the peerNonce field.

· 
The mesh peering instance controller shall treat the mismatched, or dropped, incoming Mesh Peering Open frame as a request to establish a new mesh peering, or a new mesh peering and a Mesh TKSA if the frame is for AMPE. A mismatched or dropped incoming Mesh Peering Confirm frame or Mesh Peering Close frame shall be silently discarded.

When the mesh STA has established a Mesh PMKSA with the candidate peer mesh STA, the mesh peering instance controller shall silently discard the Mesh Peering Open frame in the following two conditions:

· The Mesh Peering Open frame supports Mesh Peering Management protocol and the negotiated active authentication is SAE, or

· The Mesh Peering Open frame supports AMPE but the mesh STA does not support the Mesh PMKSA as identified by PMKName in the Chosen PMK field in Authenticated Mesh Peering Exchange element.

If the Mesh Peering Open frame is not discarded the mesh peering instance controller shall generate a new protocol finite state machine and actively reject or accept the mesh peering open request. A unique local link ID shall be generated for the mesh peering instance. If the mesh peering instance is to be established by Authenticated Mesh Peering Exchange, a random local nonce shall be generated for identifying the mesh peering instance as well. The Mesh Peering Open frame shall be passed to the newly generated mesh peering instance finite state machine for further processing.
The mesh peering open request may be rejected due to an internal reason. If the mesh peering open request is rejected, the REQ_RJCT event shall be passed to the newly generated protocol finite state machine to actively reject the mesh peering open request.

NOTE— Example internal reasons to reject new mesh peering request could be the mesh STA has reached its capacity to set up more mesh peering, the mesh STA is configured to reject mesh peering request from another specific peer mesh STA.
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