March 2009

doc.: IEEE 802.11-09/0287r0

IEEE P802.11
Wireless LANs

	Normative Text for Mesh Peering Instance Controller and Updated Peering Mangement protocol

	Date:  2009-03-06

	Author(s):

	Name
	Affiliation
	Address
	Phone
	Email

	Meiyuan Zhao
	Intel Corporation
	2200 Mission College Blvd, Santa Clara, CA 95054
	+1-408-653-5517
	meiyuan.zhao@intel.com

	
	
	
	
	



Updated Normative Text:
Insert a row in  table 7-26 as shown below:

	· Element IDs 

	Information element
	Element ID
	Total length of element in octets including the Type and Length octets
	Extensible

	Mesh Configuration Error! Reference source not found.
	· 
	26
	

	Mesh ID Error! Reference source not found.
	· 
	2 to 34
	

	Link Metric Report Error! Reference source not found.
	· 
	3 to 257
	

	Congestion Notification Error! Reference source not found. 
	· 
	10
	

	Peering Management Error! Reference source not found.
	· 
	5 to 9
	

	Supported MBSS Regulatory Classes and Channels (see Error! Reference source not found.)
	· 
	5 to 257
	

	Mesh Channel Switch Announcement Error! Reference source not found.
	· 
	9
	

	Mesh TIM Error! Reference source not found.
	· 
	6 to 256
	

	Awake Window Error! Reference source not found.
	· 
	4
	

	Beacon Timing Error! Reference source not found.
	· 
	7 to 257
	

	MCCAOP Setup Request Error! Reference source not found.
	· 
	7
	

	MCCAOP Setup Reply Error! Reference source not found.
	· 
	4 or 8
	

	MCCAOP Advertisements Error! Reference source not found.
	· 
	3 to 257
	

	MCCAOP Reservation Teardown Error! Reference source not found.
	· 
	3 or 9
	

	Portal Announcement (PANN) Error! Reference source not found.
	· 
	15
	

	Root Announcement (RANN) Error! Reference source not found. 
	· 
	19
	

	Path Request (PREQ) Error! Reference source not found.
	· 
	39 to 257
	

	Path Reply (PREP) Error! Reference source not found.
	· 
	33 or 39
	

	Path Error (PERR) Error! Reference source not found.
	· 
	14 to 254
	

	Proxy Update (PU) Error! Reference source not found.
	· 
	11 to 251
	

	Proxy Update Confirmation (PUC) Error! Reference source not found.
	· 
	10
	

	Abbreviated Handshake Error! Reference source not found.
	· 
	97 to 257
	

	Mesh Peering Protocol Version (see 7.3.2.108)
	<ANA 1>
	3
	

	NOTE-The length of an element marked “See NOTE” is specified in this Table, however additional fields may be added in future revisions, with new fields appearing following the existing fields.


Insert the following text after clause 7.3.2.107:

7.3.2.108 Mesh Peering Protocol Version element

The Mesh Peering Protocol Version element includes information to specify specific peering protocol supported by the Peering Management action frame that carries this information element. This information element is shown in Figure s1.

	Element ID
	Length
	Peering Protocol

	Octets: 1
	1
	1

	Figure s1 – Peering Protocol Version element


The Element ID is set to the value given in Element IDs  for this information element. 
The Length field for this information element indicates the number of octets in the information field (fields following the Element ID and Length fields).

The Peering Protocol field contains the value of one of mesh peering protocol selectors as defined in the following:

	Table s1 – Mesh Peering Protocol Selectors

	OUI
	Suite Type
	Mesh Peering Protocol

	00-0F-AC
	<ANA 2>
	Mesh Peering Management Protocol

	00-0F-AC
	<ANA 3>
	Abbreviated Handshake Protocol

	00-0F-AC
	 REF  RTF320034003600350039003a00 \h
 +1
7-255
	Reserved


· Assignment of Mesh Peering Protocol Selector types needs to be approved by IEEE 802.11 ANA. Until that time, these values are labeled as <ANA>. Final values will be requested from ANA once this amendment reaches the 75% approval threshold in Sponsor Ballot.

Modify Table s12, s13, s14 as shown below:

	· Peering Open frame body 

	Order
	Information
	Notes

	· 
	Category
	

	· 
	Action Value
	

	3
	Mesh Peering Protocol Version
	The Mesh Peering Protocol Version element is present when dot11MeshEnabled is TRUE.

	· 
	Capability
	

	· 
	Supported rates
	

	· 
	ERP information
	The ERP Information element shall be present if ERP Mesh STA detects NonERP STAs in its vicinity, and is optional otherwise.

	· 
	Extended Supported Rates
	The Extended Supported Rates element is present whenever there are more than eight supported rates, and it is optional otherwise.

	· 
	Power Capability
	The Power Capability element shall be present if dot11SpectrumManagementRequired is true.

	· 
	Supported Channels
	The Supported Channels element shall be present if dot11SpectrumManagementRequired is true and dot11ExtendedChannelSwitchEnabled is false.

	· 
	RSN
	The RSN information element is only present within Peering Open frames generated by mesh STAs that have dot11RSNAEnabled set to TRUE.

	· 
	Mesh ID
	The Mesh ID element is present when dot11MeshEnabled is true.

	· 
	Mesh Configuration 
	The Mesh Configuration element is present when dot11MeshEnabled is true. 

	· 
	Peering Management
	The Peering Management element is present only when dot11MeshEnabled is true. The subtype of the Peering Management Element is set to 0.

	· 
	Abbreviated Handshake
	The Abbreviated Handshake element is present when dot11MeshEnabled is TRUE.

	· 
	MIC
	This field is present when dot11MeshEnabled is true and the abbreviated handshake is enabled

	· 
	HT Capabilities 
	The HT Capabilities element is present when dot11HighThroughputOptionImplemented attribute is true.

	· 
	HT Information
	The HT Information element is included when dot11HighThroughputOptionImplemented attribute is true.

	· 
	Extended Capabilities element
	The Extended Capabilities element shall be present if the

dot112040BSSCoexistenceManagementSupport attribute

is true and may be present otherwise.

	· 
	20/40 BSS Coexistence element
	The 20/40 BSS Coexistence element may appear in this frame.

	· 
	Supported MBSS Regulatory Classes and Channels
	The Supported MBSS Regulatory Classes and Channels element is present if dot11ExtendedChannelSwitchEnabled is true.

	Last
	Vendor Specific
	One or more vendor-specific information elements may appear in this frame. This information element follows all other information elements.


	· Peering Confirm frame body 

	Order
	Information
	Notes

	· 
	Category
	

	· 
	Action Value
	

	3
	Mesh Peering Protocol Version
	The Mesh Peering Protocol Version element is present when dot11MeshEnabled is TRUE.

	· 
	Capability
	

	· 
	Status code
	

	· 
	AID
	

	· 
	Supported rates
	

	· 
	ERP Information
	The ERP Information element shall be present if ERP Mesh STA detects NonERP STAs in its vicinity, and is optional otherwise.

	· 
	Extended Supported Rates
	The Extended Supported Rates element is present whenever there are more than eight supported rates, and it is optional otherwise.

	· 
	RSN
	The RSN information element is only present when dot11RSNAEnabled is set to TRUE.

	· 
	EDCA Parameter Set
	

	· 
	Mesh ID
	The Mesh ID element is present when dot11MeshEnabled is true.

	· 
	Mesh Configuration 
	The Mesh Configuration element is present when dot11MeshEnabled is true. 

	· 
	Peering Management
	The Peering Management element is present only when dot11MeshEnabled is true. The subtype of the Peering Management Element is set to 1.

	· 
	Abbreviated Handshake
	The Abbreviated Handshake element is present when dot11MeshEnabled is true.

	· 
	MIC
	This field is present when dot11MeshEnabled is true and the abbreviated handshake is enabled

	· 
	HT Capabilities 
	The HT Capabilities element is present when dot11HighThroughputOptionImplemented attribute is true.

	· 
	HT Information
	The HT Information element is included when dot11HighThroughputOptionImplemented attribute is true.

	· 
	Extended Capabilities element
	The Extended Capabilities element shall be present if the

dot112040BSSCoexistenceManagementSupport attribute

is true and may be present otherwise.

	· 
	20/40 BSS Coexistence element
	The 20/40 BSS Coexistence element may appear in this frame.

	Last
	Vendor Specific
	One or more vendor-specific information elements may appear in this frame. This information element follows all other information elements.


	· Peering Close frame body

	Order
	Information
	Notes

	· 
	Category
	

	· 
	Action Value
	

	3
	Mesh Peering Protocol Version
	The Mesh Peering Protocol Version element is present when dot11MeshEnabled is TRUE.

	· 
	Mesh ID
	The Mesh ID element is present when dot11MeshEnabled is true.

	· 
	Reason code
	The Reason code is present when dot11MeshEnabled is true.

	· 
	Peering Management
	The Peering Management element is present only when dot11MeshEnabled is true. The subtype of the Peering Management Element is set to 2.

	· 
	Abbreviated Handshake
	The Abbreviated Handshake element is present when dot11MeshEnabled is true and the Abbreviated Handshake is enabled.

	· 
	MIC
	This field is present when dot11MeshEnabled is true and the abbreviated handshake is enabled

	Last
	Vendor Specific
	One or more vendor-specific information elements may appear in this frame. This information element follows all other information elements.


Insert the following text after 11B.3, and re-number subclauses after 11B.4 accordingly.
· Mesh Peering Instance Controller

11B.4.1 Mesh Peering Instance Controller functions

The mesh STA shall maintain a Mesh Peering Instance Controller to manage peering instances by Mesh Peering Management protocol and Abbreviated Handshake Protocol. 

The Mesh Peering Instance Controller shall support the following functions:

· Create and destroy MPM finite state machines and Abbreviated Handshake finite state machines

· Manage identifier and security association states for each peering instance
· Pre-process the peering instance identifier of the incoming peering management frames and pass the frames to the corresponding protocol finite state machine with matching instance identifier
· Pass internal command to corresponding protocol finite state machine which has matching instance identifier

11B.4.2 Creating peering instance and mesh TKSA for a peer mesh STA

The mesh peering instance controller may actively generate a new protocol finite state machine after successful peer discovery. The ACT_OPN event shall be passed to the new finite state machine. If a mesh PMKSA is established with the candidate peer mesh STA, the mesh peering instance controller shall genereate an Abbreviated Handshake finite state machine.

Mesh Peering Instance Controll shall enable the mesh STA to establish at most one peering and mesh TKSA with a peer mesh STA. Multiple peering instances may be started simultaneously. Once a peering is established successfully, all other peering instances with the same peer mesh STA shall be closed properly. 

A new peering instance may be started when the mesh STA already maintains a valid peering with the same peer mesh STA, due to the change of some peering parameter. Once the new peering is established successfully, the previous valid peering shall be closed properly.

The peering and the corresponding mesh TKSA may be established at the same time by Abbreviated Handshake or subsequentially by Peering Management and a key management protocol other than Abbreviated Handshake. Once a mesh PMKSA is established with a candidate peer mesh STA or a peer mesh STA, only the Abbreviated Handshake finite state machine shall be created to establish the peering and the mesh TKSA with the candidate peer mesh STA. In this case, a Peering Open frame from the candidate peer mesh STA that requests to establish a new peering using Peering Management protocol shall be rejected. 
11B.4.3 Deleting peering instances
To actively close a peering or a peering instance, the mesh peering instance controller shall invoke a CNCL event to the corresponding protocol finite state machine. 
· If it is an Abbreviated Handshake finite state machine, the CNCL event will trigger closing the peering instance as well as the mesh TKSA that bound with the peering.
· If it is a MPM FSM, the mesh peering instance controller shall not close the peering if it is still bound to a valid mesh TKSA. The Key Management protocol that established the mesh TKSA separately may be used to destroy the mesh TKSA. Once the mesh TKSA is destroyed, the peering may be closed. 
The peering instance may be closed triggered by receipt of a Peering Close frame from the peer mesh STA or candidate peeer mesh STA.
· If the peering was established together with the mesh TKSA by Abbreviated Handshake, the Peering Close frame may be passed to the corresponding Abbreviated Handshake finite state machine to further process the peering close request.
· If the peering instance is manaed by a MPM FSM, the Peering Close shall be discarded if the peering is still bound to a valid mesh TKSA. The Key Management protocol that established the mesh TKSA may be informed to destroy the mesh TKSA. Once the mesh TKSA is destroyed, the Peering Close frame may be passed to the corresponding MPM FSM to further process the peering close request.

When the finite state machine of the peering instance transitions back to IDLE state, the tearing down of this peering instance completes and the mesh peering instance controller shall destroy the corresponding finite state machine.

11B.4.4 Pre-processing Peering Mangement Frames
Each peering instance shall be identified by the peering instance identifier. The MPM FSMs are identified by a set of data including localLinkID, peerLinkID, localMAC, and peerMAC. The Abbreviated Handshake FSMs are identified by localNonce, peerNonce, and PMKName, in addition to the data set for peering instance identifier. 
The mesh STA shall pre-process the incoming peering management frame. As the result, the mesh peering instance controller shall either discard the frame or pass it to the corresponding active peering instance finite state machine for further processing.

If the frame contains a group address in TA or RA, it shall be silently discarded.

The instance identifier in the frame shall be processed next. The incoming peering management frame belongs to an active peering instance, if the peering identifier in the incoming frame matches an existing active peering instance. To match a peering instance,
· If a peering instance is identified by MAC addresses and Link IDs by both mesh STAs

· The sender’s MAC address shall be the same as the peerMAC of the peering instance

· The receiver’s MAC address shall be the same as the localMAC of the peering instance

· The value of Local Link ID field shall be the same as the peerLinkID of the peering instance

· The value of Peer Link ID field (if exists) shall be the same as the localLinkID of the peering instance
· If above matching fails, and there exists a peering instance which is identified by only the localMAC and localLinkID, the incoming Peering Open frame or Peering Close frame with no value set to Peer Link ID field shall match this peering instance and the peerMAC and peerLinkID of the peering instance are set accordingly.
If the incoming peering management frame is for Abbreviated Handshake (as specified in Peering Protocol Version information element), the identifier shall further match the identifier for Abbreviated Handshake. If the chosen PMK from the frame is different than the PMKName that identifies the mesh PMKSA that the mesh STA establishes with the candidate peer mesh STA, the incoming frame is a mismatch.
If the received chosen PMK is a match, the mesh peering instance controller shall further examine the nonces in the frame.

· If the matched peering instance by MAC addresses and Link IDs has also peerNonce, the incoming frame is a match if 

· The value of Local Nonce field shall be the same as the peerNonce of the peering instance, and 

· The value of Peer Nonce field (if exists) shall be the same as the localNonce of the peering instatnce
· If the matched peering instance by MAC addresses and Link IDs does not have peerNonce, the incoming Peering Open frame or the Peering Close frame with no value set to Peer Nonce field shall match this peering instance. The peerNonce of the peering instance is set accordingly.
The mismatched Peering Confirm frame or Peering Close frame shall be silently discarded.

The mesh peering instance controller treats the mismatched incoming Peering Open frame as a request to establish a new peering, or a new peering and a mesh TKSA if the frame is for Abbreviated Handshake protocol. 
When the mesh STA has established a mesh PMKSA with the candidate peer mesh STA, the mesh peering instance controller shall silently discard the Peering Open frame in the following two conditions:
· The Peering Open frame supports Mesh Peering Management protocol, or

· The Peering Open frame supports Abbreviated Handshake but the mesh STA does not support the mesh PMKSA as identified by PMKName in the Chosen PMK field in Abbreviated Handshake information element.

If the Peering Open frame is not discarded and there is a peering FSM that has , the mesh peering instance controller shall use , the mesh peering instance controller may generate a new protocol finite state machine and actively reject or accept the peering open request. A new local link ID shall be generated for the peering instance. If the peering instance is to be established by Abbreviated Handshake, a random local nonce shall be generated for identifying the peering instance as well.

The peering open request may be rejected due to an internal reason. If the peering open request is rejected, the REQ_RJCT event shall be passed to the newly generated protocol finite state machine.

Note: Example internal reasons to reject new peering request could be the mesh STA has reached its compacity to set up more peering, the mesh STA is configured to reject peering request from another specific peer mesh STA.

When the peering open request is accepted, the received Peering Open frame shall be passed to the newly generated protocol finite state machine.

Modify clause 11B.5 as indicated in the following:

11B.5 Mesh peering management

11B.5.1 Overview

The Mesh Peering Management protocol is used to establish, maintain, and close peerings between mesh STAs. Peering Management Finite State Machine and Peering Management Finite State Machine specify the protocol details. The following summarizes the protocol operations.

Mesh STAs shall not transmit frames other than the ones used for discovery, peering management, and SAE to a neighboring mesh STA until a peering has been established with the mesh STA.

After discovering a candidate peer mesh STA, the mesh STA may start the Peering Management protocol to establish a peering with the candidate peer mesh STA. The SME controlling the mesh STA uses the Mesh Peering Instance Controller to manage peering instances. A peering instance is a logical entity that the mesh STA uses to handle a peering or an attempt of establishing a peering. Its behavior is governed by a peering management finite state machine defined in Peering Management Finite State Machine. The behavior of the Mesh Peering Instance Controller is defined in 11B.4.

Each peering instance is identified by a peering instance identifier. The peering management finite state machine identifier is defined as <localMAC, peerMAC, localLinkID, peerLinkID>. localMAC is the MAC address of the mesh STA that is being used with this link instance. peerMAC is the MAC address of the peer mesh STA or the candidate peer mesh STA. localLinkID is an integer generated by the mesh STA. peerLinkID is an integer generated by the peer mesh STA or the candidate peer mesh STA. The localLinkID shall be unique among all existing link identifiers used by the mesh STA for its current peering management finite state machines. The mesh STA selects the localLinkID to provide high assurance that the same number has not been used to identify a recent peering management finite state machine. The peerLinkID shall be supplied by the peer mesh STA or candidate peer mesh STA in Peering Open and Confirm frames. The peering management finite state machine identifiers are transmitted via peering management frames.

A mesh STA shall assign an AID to every peer mesh STA during the peering establishment procedure. Mesh STAs shall assign AID values uniquely to each of the peer mesh STAs. AID 0 (zero) is reserved to indicate the presence of buffered groupcast MSDUs.

The mesh STA shall keep information of peering management finite state machine identifier and the respective policy as the states of the peering management finite state machine. The actual method of handling the states is out of the scope this specification.

The mesh STA shall start the peering management protocol in either of the following two cases. In case one, the mesh STA passively listen to incoming Peering Open requests from a candidate peer mesh STA. In case two, the mesh STA actively creates a peering instance to establish a peering with a candidate peer mesh STA.

A peering instance ends when the peering is closed. The peering close can be caused by the mesh STA due to events outside the scope of this specification. The response to these events is beyond the scope of this standard. Receiving a correct Peering Close frame or a failure of processing an incoming Peering Management frame shall close the peering instance.

The mesh STA uses the Peering Management frames to manage a peering instance. 

A Peering Open frame requests that a peering instance be established between the Peering Open sender and the receiver. Peering Open frames propose mesh parameters for the link instance. The mesh STA processes the received parameters. If it agrees with the parameters, the mesh STA sends a Peering Confirm frame in response to the Peering Open frame. If the mesh STA disagrees on the parameters or there is a failure due to other reasons, the mesh STA closes the peering by sending a Peering Close frame. The protocol succeeds in establishing a peering when the following requirements are satisfied: 1) both mesh STAs have sent and received (and correctly processed) a Peering Open frame regarding this peering; 2) both mesh STAs have sent and received (and correctly processed) a corresponding Peering Confirm frame regarding this peering.

The peering management protocol uses timers to control the protocol behavior. For each peering instance, there are three timers: retryTimer, confirmTimer, and holdingTimer. The retryTimer controls the maximum time the mesh STA waits for a Peering Confirm frame responding to any Peering Open frame the mesh STA has sent for that link instance. The confirmTimer bounds the time that the mesh STA waits for a Peering Open frame after receiving a Peering Confirm frame from the candidate peer mesh STA. The holdingTimer is used to provide a graceful closing period for a peering instance.

The detailed protocol behavior is specified in peering management finite state machine as specified in Peering Management Finite State Machine.

11B.5.2 Processing Peering Management Frames

11B.5.2.1 Overview

Peering management frames are public Action frames. The protection of the peering management frames shall be provided by the peering management protocol, independent of the robust management protection mechanism.

The construction of peering management frames is specified in Peering Open frame contents, Peering Confirm frame contents, and Peering Close frame contents.
The mesh STA shall process peering instance identifier in the incoming peering management frame using the Mesh Peering Instance Controller. Peering Management frames accepted by the Mesh Peering Instance Controller shall be passed to the corresponding peering management state machine for further processing.

The peering management finite state machine shall classify the incoming peering management frames to decide either to accept, reject, or discard the frame. Processing of peering management frames is specified in 11B.5.2.1 Overview, Processing Peering Open frames, Processing Peering Confirm frames, andPeering Management Finite State Machine Processing Peering Close frames. If the incoming frame is accepted or rejected, further actions shall be taken according to the peering management finite state machine as specified in .

The mesh STA shall process the configuration parameters conveyed in the Peering Open and Peering Confirm frames in a peering instance. Mesh STA shall verify that the parameters reported by the candidate peer mesh STA in the Peering Confirm frame match the parameter values the mesh STA has agreed to use for this peering instance. In particular, the mesh STA shall verify the following fields or subfields. This verification is needed to satisfy the consistency property, i.e., to guarantee that mesh STAs agree on the configuration before establishing a peering.

· Mesh ID element

· Fields in Mesh Configuration element

· Active Path Selection Protocol Identifier field

· Active Path Selection Metric Identifier field

· Congestion Control Mode Identifier field

· Synchronization Protocol Identifier field

· Authentication Protocol Identifier field

· Mesh Capability field, including the following subfields

· Accepting Peerings

· MCCA Enabled

· Frame Control field

· Power Management field

Mesh STAs shall verify that the same Mesh ID is used.

Mesh STAs shall verify that the same Path Selection Protocol and the same Path Selection Metric are used.

The mesh STA shall verify that it supports MCCA services when the candidate peer mesh STA sets the “MCCA Enabled” field to 1.

Mesh STAs shall verify that the same Authentication Protocol is used. If the RSN information element is not present, the mesh STA shall ignore values in the Abbreviated Handshake element and MIC field.

If any of the verifications listed above fails, the received Peering Open or Peering Confirm frame shall be rejected and peering establishment attempt shall be terminated. Further actions of closing a peering instance is specified in Peering Management Finite State Machine.

When two HT mesh STA establish a peering, if they support a common HT capability, the HT feature may be used for the peering communication.

· Peering Open frames

· Peering Open frame contents

A mesh STA initiates the establishment of a peering with a candidate peer mesh STA by sending a Peering Open frame to the candidate peer mesh STA. The Peering Open frame shall contain:

· Mesh Peering Protocol Version, which shall be set to 00-0F-AC:<ANA 1> “Mesh Peering Management Protocol”.
· Mesh ID, which shall be set to the Mesh ID supported by the mesh STA’s active mesh profile.

· Mesh Configuration

· Active Path Selection Protocol ID field shall be set to the value supported by the mesh STA’s active mesh profile

· Active Path Selection Metric ID field shall be set to the value supported by the mesh STA’s active mesh profile

· Mesh Capability field

· Accept Peerings field is set to 1

· MCCA Enabled field is set according to the mesh STA’s configuration

· Peering Management element shall contain the Local Link ID field. The Local Link ID field shall be set to the identifier generated to identify the current peering instance.

· Other information elements as defined in Error! Reference source not found. may be present and set to the value according to mesh STA’s parameter configuration.

· Processing Peering Open frames

The mesh STA shall first process the Mesh ID element and Mesh Configuration element as specified in 11B.5.2.1 Overview. 

The mesh STA shall reject the Peering Open frame if it contains an unacceptable or erroneous configuration parameter (see 11B.5.2.1 Overview) or the value of a configuration parameter (see 11B.5.2.1 Overview) is not the same as the value in either a Peering Open frame or a Peering Confirm frame received earlier for this link instance.

In other cases, the mesh STA shall accept the Peering Open frame. The peering state shall be updated to include the peering instance identifier and other information from Mesh Configuration element. The mesh STA may also update the peering state based on other parameters in the Peering Open frame.

· Peering Confirm frames

· Peering Confirm frame contents

A mesh STA sends a Peering Confirm frame to the candidate peer mesh STA to respond the Peering Open frame sent by candidate peer mesh STA. The Peering Confirm frame shall contain:

· Mesh Peering Protocol Version, which shall be set to 00-0F-AC:<ANA 1> “Mesh Peering Management Protocol”.

· Mesh ID element and Mesh Configuration element shall be set to the same value as in the received Peering Open frame. 

· Peering Management element shall contain the Local Link ID field and Peer Link ID field. The Local Link ID field shall be set according to the local state of localLinkID. The Peer Link ID field shall be set to the same value as received in the Peering Open frame by the candidate peer mesh STA.

· Other information elements as defined in Error! Reference source not found. may be present and set to the value according to mesh STA’s parameter configuration.

· Processing Peering Confirm frames


The mesh STA shall reject the Peering Confirm frame if it contains an unacceptable or erroneous configuration parameter (see 11B.5.2.1 Overview) or the value of a configuration parameter (see 11B.5.2.1 Overview) is not the same as the value from a frame (either a Peering Open frame or a Peering Confirm frame) received earlier during the link instance establishment attempt.

In other cases, the mesh STA shall accept the Peering Confirm frame. The peering state shall be updated to include the peering instance identifier and other information from Mesh Configuration element. The mesh STA may also update the peering state based on other parameters in the Peering Confirm frame.

· Peering Close frames

· Peering Close frame contents

A mesh STA sends a Peering Close frame to the peer mesh STA or candidate peer mesh STA to close a peering instance or to terminate an attempt to establish a peering. The Peering Close frame shall contain:

· Mesh Peering Protocol Version, which shall be set to 00-0F-AC:<ANA 1> “Mesh Peering Management Protocol”.

· Mesh ID shall be set to the same value as in the mesh STA’s active mesh profile.

· Peering Management element shall contain the Local Link ID field, which shall be set according to the local state of localLinkID. If the mesh STA has local state of peerLinkID, the mesh STA shall include Peer Link ID field in the Peering Management element and the value shall be set according to the local state of peerLinkID.

· Reason code shall be set to the value that specifies the reason to close the peering instance. See Error! Reference source not found..
· Processing Peering Close frames
The mesh STA shall reject the Peering Close frame if the value in the Mesh ID element is not the same as the mesh STA’s active profile. Otherwise, the mesh STA shall accept the Peering Close frame.
Note for Editor: delete clause 11B.5.3, and re-number the rest of clause 11B.5 accordingly. 

11B.5.3 


















Peering Management Finite State Machine

Each peering instance, including its states and resource, shall be managed by a mesh peering management finite state machine (MPM FSM). The MPM FSM uses MLME primitives to control the mesh STA to send and receive Peering Management frames.

11B.5.3.1 
States

The mesh peering management finite state machine uses the following seven states:

· IDLE – IDLE state is a terminal state. In the IDLE state, the MPM FSM is ready to start a new peering instance by either passively listening for an incoming Peering Open frame or actively initiating a peering instance.

· OPN_SNT – In the OPN_SNT state, the finite state machine has actively sent a Peering Open frame and is waiting for the incoming Peering Open and Peering Confirm frames from the candidate peer mesh STA.
· CNF_RCVD – In the CNF_RCVD state, the finite state machine has received a Peering Confirm frame, but has not received a Peering Open frame; therefore the mesh STA has not sent the corresponding Peering Confirm frame. 
· OPN_RCVD – In the OPN_RCVD state, the finite state machine has received only the Peering Open frame but not the Peering Confirm. The mesh STA has also sent a Peering Confirm frame upon receiving a Peering Open frame.
· ESTAB – In the ESTAB state, the finite state machine has received both the Peering Open and Peering Confirm frames. The mesh STA has also sent both the Peering Open frame and Peering Confirm frame. The peering is established and configured for exchanging frames with the peer mesh STA in the ESTAB state.
· HOLDING  In the HOLDING state, the finite state machine is closing the peering instance with the peer mesh STA or the candidate peer mesh STA. 
11B.5.3.2 Events and Actions

The finite state machine uses three types of events: events for state machine controlling external events generated by frame processing, and events associated with internal timers.

The statemachine controlling events are:

· CNCL(localLinkID, peerMAC, ReasonCode) -- Used to instruct the peering instance to cancel the peering with the peer mesh STA. localLinkID identifies the MPM FSM for the corresponding peering instance. peerMAC is the MAC address of the peer mesh entity. ReasonCode is used to inform the reason to cancel the peering instance.
· 
· ACTOPN(peerMAC, localLinkID) – The SME uses this event to create a new peering instance to actively initiate the peering establishment with the candidate peer mesh STA whose MAC address is peerMAC. localLinkID identifies the MPM FSM.
The events generated by frame processing are

· OPN_ACPT -- PeeringOpen_Accept(peerMAC, peerLinkID) event indicates that a Peering Open frame meeting the correctness criteria of Peering Open frames has been received from peerMAC for the peering instance identified by peerLinkID.
· OPN_RJCT -- PeeringOpen_Reject(peerMAC, peerLinkID, Configuration, ReasonCode) event indicates that a Peering Open frame from peerMAC for the peering instance identified by peerLinkID is rejected due to incomplete or errorenous configuration or other internal reasons. The ReasonCode can be set to MESH-CONFIGURATION-POLICY-VIOLATION.
· CNF_ACPT -- PeeringConfirm_Accept(peerMAC, localLinkID, peerLinkID) event indicates that a Peering Confirm frame meeting the correctness criteria of Peering Confirm frames has been received from peerMAC for the peering instance identified by localLinkID and peerLinkID.
· CNF_RJCT -- PeeringConfirm_Reject(peerMAC, localLinkID, peerLinkID, ReasonCode) event indicates that a Peering Confirm frame from peerMAC for the peering instance identified by localLinkID and peerLinkID is rejected due to incomplete or errorenous configuration. The ReasonCode is set to MESH-CONFIGURATION-POLICY-VIOLATION.
· CLS_ACPT -- PeeringClose_Accept(peerMAC, localLinkID, peerLinkID, reasonCode) event indicates that a Peering Close frame meeting the correctness criteria of Peering Close frames has been received from peerMAC for the peering instance identified by localLinkID and peerLinkID. The reasonCode specifies the reason that caused the generation of the Peering Close frame.
· REQ_RJCT – PeeringRequest_Reject(peerMAC, peerLinkID, reasonCode) event indicates a special incidence that the mesh STA rejects the incoming Peering Open frame requesting to set up a new peering due to internal reason. The incoming request is identified by the peerMAC and peerLinkID as received from the Peering Open frame. The reasonCode is set to PEER_LINK_CLOSED.
The internal events are as follows. The term Timeout(localLinkID, item) represents a timeout identified locally by item, for the link instance identified by localLinkID. 

Three types of timers are used by the finite state machine. 
The retryTimer triggers a re-send of the Peering Open frame when a Peering Confirm frame was not received as a response. 
The confirmTimer signals that a link establishment attempt should be aborted because a Peering Confirm frame responding to a Peering Open frame was never received. The holdingTimer signals that its link instance may be completely closed and facilitates graceful shutdown.

· TOR1 – This event refers to Timeout(localLinkID, retryTimer) and the dot11MeshMaxRetries has not been reached. The Peering Open frame shall be resent.
· TOR2 – This event refers to Timeout(localLinkID, retryTimer) and the dot11MeshMaxRetries has been reached. The peering instance shall be closed when TOR2 occurs. 
· TOC – The Timeout(localLinkID, confirmTimer) event. The confirmTimer aborts a peering establishment attempt if a Peering Open frame never arrives after receiving the Peering Confirm frame. TOC event occurs, the peering instance shall be closed. 
· TOH event – The Timeout(localLinkID, holdingTimer) event. The holdingTimer allows a grace period for closing the peering instance; it is necessary to avoid deadlocks and livelocks that arise due to interactions between peering establishment and termination. When TOH occurs, the peering instance shall be closed completely and the finite state machine shall transition to IDLE state. 
The finite state machine may take an action triggered by an event. It uses two types of actions: sending a peering management frame and handling a timer. 

Actions related to sending a peering management frame:

· sndOPN -- The sendOpen(peerMAC, localLinkID, Configuration) is the action that the mesh STA takes to send a Peering Open frame to the candidate peer mesh STA, whose MAC address is peerMAC. The frame shall carry localLinkID and the supported Mesh Configuration, as specified in Configuration. 
· The MLME-PeeringManagement.request primitive shall be invoked to send the frame to the peer mesh entity.
· sndCNF -- The sendConfirm(peerMAC, localLinkID, peerLinkID, Configuration) is the action that the mesh STA takes to send a Peering Confirm frame to the candidate peer mesh STA, whose MAC address is peerMAC. The frame shall carry localLinkID, peerLinkID, and the supported Mesh Configuration, as specified in Configuration. 
· The MLME-PeeringManagement.request primitive shall be invoked to send the frame to the peer mesh entity.
· sndCLS -- The sendClose(peerMAC, localLinkID, peerLinkID, reasonCode) is the action that the mesh STA takes to send a Peering Close frame to the peer mesh STA or candidate peer mesh STA, whose MAC address is peerMAC. The MLME-PeeringManagement.request primitive shall be invoked to send the frame to the peer mesh entity.
The actions on handling timers are setTimer(localLinkID, item, value) and clearTimer(localLinkID, item).

· The setTimer(localLinkID, item, timeout) action sets the timeout value specified by timeout to the timer specified by item. This action only sets the timer for one time for the peering instance identified by localLinkID. When the timeout time has passed, the timer expires and the event Timeout(localLinkID, item) is triggered, after which the timer is no longer in effect. 
The corresponding actions are denoted as setR, setC, setH, for timer retryTimer, confirmTimer, holdingTimer respectively.

Before setting the retryTimer, the finite state machine shall apply the default peering open request backoff algorithm to compute the updated timeout value as the following:

timeout = return timeout + (getRandom mod timeout),

where getRandom routine generates a random value. The initial value of timeout shall be set to dot11MeshRetryTimeout. This function statistically increases the length of time for each Peering Open retry by 50%. The backoff was inserted into the design to recover from a “gold rush”, which could happen if several already-linked mesh STAs simultaneously detected a new mesh STA trying to enter the MBSS.

· The clearTimer(localLinkID, item) action clears the timer item for the link instance identified by localLinkID. The corresponding actions are denoted as clR, clC, clH, for timer retryTimer, confirmTimer, holdingTimer respectively.
11B.5.3.3 State transitions

Peering Management Finite State Machine and Finite State Machine of Peering Management Protocol summarize the state transitions for the peering management protocol. 

In Peering Management Finite State Machine, each row represents state transitions from the state to all other states. The blank entry means impossible transition.

	· Peering Management Finite State Machine

	
	To State

	
	
	IDLE
	OPN_SNT
	CNF_RCVD
	OPN_RCVD
	ESTAB
	HOLDING

	From State
	
	
	
	
	
	
	
	

	
	IDLE
	
	REQ_RJCT / sndCLS
	ACTOPN/ (sndOPN, setR)
	
	OPN_ACPT/ (sndOPN, sndCNF, setR)
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	TOR1/ (sndOPN, setR)
	CNF_ACPT/ (clR, setC)
	OPN_ACPT/ (sndCNF)
	
	CLS_ACPT, OPN_RJCT, CNF_RJCT, TOR2, CNCL/ (sndCLS, clR, setH)

	
	CNF_RCVD
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	CLS_ACPT, OPN_RJCT, CNF_RJCT, CNCL/ (sndCLS, clC, setH)
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	OPN_RCVD
	
	
	
	
	OPN_ACPT/ sndCNF
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	CNF_ACPT / clR
	CLS_ACPT, OPN_RJCT, CNF_RJCT,TOR2, CNCL/ (sndCLS, clR, setH)

	
	ESTAB
	
	
	
	
	
	OPN_ACPT / sndCNF

	CLS_ACPT, OPN_RJCT, CNF_RJCT,CNCL/ (sndCLS, setH)

	
	HOLDING
	
	TOH/--
 CLS_ACPT /clH
	
	
	
	
	OPN_ACPT, CNF_ACPT, OPN_RJCT, CNF_RJCT/ sndCLS


In Finite State Machine of Peering Management Protocol, each arrow represents a state transition. All other events not shown in Finite State Machine of Peering Management Protocol indicates that no action causes the state transition.[image: image2.png]REQ_RJCT /sndCLS
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· Finite State Machine of Peering Management Protocol

The event/action representation is defined as the following. “E/A” string represents that the action A is taken given that the event E occurs. “E1, E2/A” string represents that the action A is taken given that the event E1 or event E2 occurs. “E/(A1, A2)” string represents that the action A1 and A2 are taken at a time when event E occurs.

Note that Peering Management Finite State Machine and Finite State Machine of Peering Management Protocol are used for illustration purpose. The protocol behavior is in the following subclauses.

11B.5.3.4 IDLE state

In the IDLE state the finite state machine shall be ready to establish a new peering. 


When ACTOPN event occurs, the mesh STA shall initiate the retryCounter to zero, and send a Peering Open frame to the candidate peer mesh STA whose address is peerMAC. The retryTimer shall be set according to retryTimeout. The finite state machine shall transition to OPN_SNT state.
When an OPN_ACPT event occurs, the mesh STA shall send the corresponding Peering Confirm frame to respond to the Peering Open frame. It shall also send a Peering Open frame to request a Peering Confirm frame from the candidate peer mesh STA. The retryTimer is set according to dot11MeshRetryTimeout value. The finite state machine transitions to OPN_RCVD state.

When an REQ_RJCT event occurs, a Peering Close frame shall be sent to reject the peering open request. The reason code the Peering Close frame shall be set to the same as the reason code in REQ_RJCT event. The finite state machine shall stay in the IDLE state.
All other events shall be ignored in this state.









11B.5.3.5 OPN_SNT state

In the OPN_SNT state, the mesh STA waits for a Peering Confirm frame. In this state, the retryTimer is set.

When a CNCL event occurs, the mesh STA shall clear the retryTimer, send a Peering Close frame with reason code PEERING-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall clear the retryTimer, send a Peering Close frame with reason code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall send the corresponding Peering Confirm frame to respond to the incoming Peering Open frame. The finite state machine shall transition to OPN_RCVD state.

Note: the retryTimer is still in effect after the state transition.

When an OPN_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Peering Close frame with reason code specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CNF_ACPT event occurs, the mesh STA shall clear the retryTimer and shall set the confirmTimer according to the value of dot11MeshConfirmTimeout and the finite state machine shall transition to CNF_RCVD state.

When a CNF_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Peering Close frame with reason code specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a TOR1 event occurs, the Peering Open frame shall be resent and the retryCounter shall be incremented. The retryTimer shall be set according to the updated retryTimeout computed by the backoff algorithm. The finite state machine shall stay in the OPN_SNT state.
When a TOR2 event occurs, the mesh STA shall send a Peering Close frame with reason code MESH-MAX-RETRIES. The holdingTimer shall be set according to the value of dot11MeshHoldingTimeout, and the finite state machine shall transition to HOLDING state. 

All other events shall be ignored in this state.

11B.5.3.6 CNF_RCVD state

In the CNF_RCVD state, the mesh STA has received a Peering Confirm frame and is waiting for a Peering Open frame. 

When a CNCL event occurs, the mesh STA shall clear the confirmTimer, send a Peering Close frame with the reason code PEERING-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall clear the confirmTimer, send a Peering Close frame with reason code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall clear the confirmTimer and shall send the corresponding Peering Confirm frame to respond to the incoming Peering Open frame. The finite state machine shall transition to ESTAB state.

When an OPN_RJCT event occurs, the mesh STA shall clear the confirmTimer, send a Peering Close frame with reason code as specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CNF_RJCT event occurs, the mesh STA shall clear the confirmTimer, send a Peering Close frame with reason code as specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When TOC event occurs, the mesh STA shall send a Peering Close frame with reason code MESH-CONFIRM-TIMEOUT and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

All other events shall be ignored in this state.

11B.5.3.7 OPN_RCVD state

In the OPN_RCVD state, the mesh STA has received a Peering Open frame and sent a Peering Open frame and the corresponding Peering Confirm frame. An incoming Peering Confirm is expected.

When a CNCL event occurs, the mesh STA shall clear the retryTimer, send a Peering Close frame with reason code PEERING-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall clear the retryTimer, send a Peering Close frame, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall resend the corresponding Peering Confirm frame. The finite state machine shall stay in the OPN_RCVD state. 

When an OPN_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Peering Close frame with reason code as specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CNF_ACPT event occurs, the retryTimer shall be cleared. The finite state machine shall transition to ESTAB state. 

When a CNF_RJCT event occurs, the mesh STA shall clear the retryTimer, send a Peering Close frame with reason code as specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a TOR1 event occurs, the Peering Open frame shall be resent and the retryCounter shall be incremented. The retryTimer shall be set according to the updated retryTimeout computed by the backoff algorithm. The finite state machine shall stay in the OPN_RCVD state.

When a TOR2 event occurs, the mesh STA shall send a Peering Close frame with reason code MESH-MAX-RETRIES. The holdingTimer shall be set according to the value of dot11MeshHoldingTimeout, and the finite state machine shall transition to HOLDING state. 

All other events shall be ignored in this state.

11B.5.3.8 ESTAB state 

In the ESTAB state, the peering has been successfully established with the peer mesh STA. 

When a CNCL event occurs, the mesh STA shall send a Peering Close frame with reason code PEERING-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When a CLS_ACPT event occurs, the mesh STA shall send a Peering Close frame with reason code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine shall transition to HOLDING state.

When an OPN_ACPT event occurs, the mesh STA shall respond by resending the corresponding Peering Confirm frame. The finite state machine shall stay in the ESTAB state.

All other events shall be ignored in this state.

11B.5.3.9 HOLDING state

In HOLDING state, the mesh STA is closing the peering. The holdingTimer has been set according to the value of dot11MeshHoldingTimeOut.

When a CLS_ACPT event occurs, the holdingTimer shall be cleared. The finite state machine transitions to IDLE state.

When any of the following four events occurs--OPN ACPT, CNF_ACPT, OPN_RJCT, CNF_RJCT, the mesh STA shall send the Peering Close frame. If the security associations bound with the link instance, the Peering Close frame shall be MIC protected. See 11B.5.3.2 Events and Actions for composing a Peering Close frame. No state transition occurs.

When a TOH event occurs, the finite state machine transitions to IDLE state. 
All other events are ignored in this state.



Abstract


This document contains the specification of a new component in the Peering Management speficiation: Peering FSM Controller. Its function is to manage all Finiate State Machines by Peering Management protocol and Abbreviated Handshake protocol, to ensure incoming Peering Management frames are pre-processed and directed to the corresponding protocol finite state machine for further process. 





The normative text of Peering Management protocol is updated accordingly and is contained in this document.





The normative text of Abbreviated Handshake protocol is updated accordingly due to this change. The updated normative text is provided in document 11-09/0266r0 separately, combining resolution of other comments on Abbreviated Handshake protocol.





Baseline: 802.11s Draft 2.07. 
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