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1. Related Comments

CIDs 418 and 465

	418
	The requirement of a secure link is too strict. In HWMP, it is only necessary to have a secure association between the MPs. The requirement is that the receiving MP can correctly decode the received frames.
	Change "… established a secure link." to "… established a secure association."
	transfer from RFI; Suggest counter with "established a security association".

	465
	A link is defined "connectionless" in the 802.11 MAC in a mesh environment. The successful DATA-ACK handshake defines an existing link, the unsuccessful DATA-ACK handshake a non-existing link. A "connection-oriented" link model might be useful in some cases, but is not necessary. Additionally, there is an association of STAs with APs. As a high level description, this ensures that STAs and APs are allowed to communicate with each other based on more or less strict requirements. It also makes clear that both belong to the same BSS or "network". The topology is implicit in the architecture: A STA communicates with an AP over a single hop, and it always communicates with its AP. All these 3 functionalities (link model, network association, and topology awareness) are also required for a WLAN mesh. The link model is given by using the 802.11 MAC in 11s. It is a "connectionless" link which is determined by the DATA-ACK exchange. Network association is more complicated, since there is no longer a single entity (AP) that defines the network. Network association is now achieved by security associations with all MPs of the WLAN Mesh which is defined by a unique Mesh ID. So, an MP belonging to a WLAN mesh can decipher mesh data frames and mesh messages from other MPs of the same WLAN mesh, but cannot decipher frames from a different WLAN mesh with which it is not associated. If no security is used, a simple association is used. The topology awareness is the task of the path selection protocol, which is a necessary part of a WLAN mesh network. This does not require an explicit mesh peer link establishment that leads to a "connection-oriented" link model. Since peer link establishment discovers (parts of) the topology of the mesh network, it should belong to the path selection protocol. In fact, the path selection protocol RA-OLSR defines its own peer link discovery (neighbor discovery) and the default path selection protocol HWMP does not need an explicit peer link establishment since the mechanisms of the routing protocol discover the links on-demand: if the routing messages of the route discovery can be transmitted, there are links, if not there aren't. If an explicit peer link establishment is needed for the link state, the peer link establishment should be combined with the path selection metric. There are path selection metrics possible which do not need an explicit peer link establisment, e.g. hopcount. A path selection metric has to provide its own means to do link state maintenance. An explicit peer link establishment and maintenance requires additional overhead. It introduces an additional control loop which produces messages and adds additional delay, especially if the topology is changing. Since a general, explicit peer link establishment is not necessary, and it only increases overhead and delay and therefore decreases performance and capacity of the WLAN mesh network, it should be removed.
	Remove mesh peer link establishment (clause 11A.1.5) and all occurrences and adapt all text that makes use of it. Remove clauses 7.3.2.46-48.
	Defer/Reject -- need rationale


2. Rationale of resolutions
2.1. CID 418

Apply counter as proposed in document 11-07/0023r47.

2.2. CID 465

The mesh peer link management is necessary to set up the security association securely.
The counter solution is to decouple the logical concept of a peer link from the physical link:

· a peer link between two peer MPs indicates that

· the peer MPs belong to the same mesh

· the peer MPs have a valid security association, meaning that they can decode secured data from each other

· the peer MPs can exchange frames when the are in direct communication range

· a successful communication over a physical link requires an existing peer link between the communicating MPs

· a physical link between two MPs is necessary during peer link setup only

· loss of physical link between two peer MPs does not require to close the peer link 

· increases adaptability to changing radio environment and mobility
· reduces number of packets for peer link setup

· the management of physical link connectivity is left to the specific mechanisms of the path selection protocols

For more discussion, see document 11-07/0861r0
3. Overview of changes

· extend definitions to account for differences between peer MPs and neighbor MPs and between logical peer links and physical links

· make changes to use peer link, mesh link, peer MP, neighbor MP, neighbor peer MP in the right context throughout the document where appropriate

· change constants of mesh peer link establishment protocol starting with MESH_LINK_... to PEER_LINK_...

· removed strong coupling of logical peer link and physical link connectivity in introductory clause of mesh discovery (clause 11A.1.1)  
4. Proposed changes to normative text
All changes based on draft version D1.06 of TGs. Changes in snippets of normative text are done with WinWord change tracking.
INSTRUCTION TO EDITOR: change all instances of 

MESH-LINK-CANCELLED

MESH-LINK-ESTABLISHED

MESH-LINK-CLOSED 
MESH-MAX-NEIGHBORS
to

PEER-LINK-CANCELLED

PEER-LINK-ESTABLISHED

PEER-LINK-CLOSED
MESH-MAX-PEERS
respectively
INSTRUCTION TO EDITOR: change the definitions in clause 3 on page 2 as given below

3. Definitions

3.s1 candidate peer mesh point: a neighbor mesh point (MP) to which a peer link has not been established but meets eligibility requirements to become a peer MP.

3.s8 mesh link: A link from one MP to a neighbor MP that has been established with the peer link management protocol.

3.s9 link metric: A criterion used to characterize the performance/quality/eligibility of a mesh link for use in a mesh path.

3.s10 mesh neighborhood: The set of all neighbor MPs relative to a particular MP.

3.s11 mesh path: A concatenated set of mesh links from a source mesh point to a destination mesh point.

3.s16 neighbor mesh point: An MP that is in direct communication range of another MP. Not all neighbor MPs are peer MPs.

3.sXX neighbor peer mesh point: An MP to which a peer link has been established and that is in direct communication range of its peer MP.
3.sXX peer link: A logical link from one MP to another MP that has been established with the peer link management protocol.
3.s18 peer mesh point: MP to which a peer link has been established. Not all peer MPs are neighbor MPs.
INSTRUCTION TO EDITOR: on page 16 lines 14-15 in table 7-22 in section 7.3.1.7 do the following changes
“MESH-MAX-PEERS”. The Mesh Point has reached the supported maximum number of peer MPs
INSTRUCTION TO EDITOR: on page 16 line 25 in table 7-22 in section 7.3.1.7 do the following change

“MESH-CONFIRM-TIMEOUT”. The confirmTimer for the peer link instance times out.
INSTRUCTION TO EDITOR: on page 16 line 48 section 7.3.1.8 change “peerlink” to “peer link”
INSTRUCTION TO EDITOR: on page 17 lines 13-15 in table 7-23 in section 7.3.1.9 do the following changes

“PEER-LINK-ESTABLISHED”. The peer link has been successfully established

“PEER-LINK-CLOSED”. The peer link has been closed completely
INSTRUCTION TO EDITOR: on page 25 line 29 change “MP peers” to “peer MPs”
INSTRUCTION TO EDITOR: on page 25 line 62 do the following change in clause 7.3.2.56
7.3.2.56 Link metric report element

A link metric report element is transmitted by an MP to a neighbor peer MP to indicate the quality of the link between them. This information may be used to ensure that the link metric is symmetric for all mesh links if the path selection protocol so requires.
INSTRUCTION TO EDITOR: on page 26 line 15 do the following changes in clause 7.3.2.56
The metric M is the value of the link metric associated with the mesh link between the neighbor peer MP sending the link metric report and the local MP.

INSTRUCTION TO EDITOR: on page 26 line 27 do the following changes in clause 7.3.2.57
7.3.2.57 Congestion Notification element

The Congestion Notification element, illustrated in Figure s18, is used in Congestion Control Notification frames transmitted by an MP to indicate to its neighbor peer MPs its congestion status per AC and the duration for which it expects the congestion to last.

INSTRUCTION TO EDITOR: on page 27 line 27 in clause 7.3.2.58 do the following change
MESH-MAX-PEERS: The limit of maximum of peer MPs is reached.

INSTRUCTION TO EDITOR: on page 28 lines 24-25 do the following changes in clause 7.3.2.60
7.3.2.60 Mesh Neighbor List element

The Mesh Neighbor List element is used by an MP to advertise its neighbor peer MPs and their Power Management Mode. The element contains list of the MAC addresses of current neighbor peer MPs and information about their Power Management Mode. The MP Control field contains the connectivity reporting control information.
INSTRUCTION TO EDITOR: on page 28 in table s21 in clause 7.3.2.60 change all occurrences of “neighbor” to “neighbor peer MP”

INSTRUCTION TO EDITOR: on page 29 line 6 in clause 7.3.2.60 do the following change
The BB switch bit field is used to indicate the change of the beacon broadcaster. If this bit is set to 1, the next beacon is sent by the MP whose MAC address is the first one in the neighbor peer MP list.

INSTRUCTION TO EDITOR: on page 29 lines 14-28 in clause 7.3.2.60 do the following changes
The MAC addresses of the neighbor peer MPs are set for the neighbor peer MPs, which are listed in the Connectivity Reports received by the BB within dot11BBConnectivityReportTimeout mesh DTIM intervals.

The neighbor peer MP operating in power save mode bitfield indicates the current power save mode of each neighbor peer MP
list member. Each bit of this field indicates the power management mode of the corresponding neighbor peer MP list member. If a bit is set to 0, then the corresponding neighbor peer MP list member is in “active mode” and if a bit is set to 1, the corresponding neighbor peer MP list member is in “Power Save mode”. For example, if the Mesh Neighbor List element contains 8 MAC addresses and the neighbor peer MP operating in power save mode bitfield is ‘00110001’, then the MPs with MAC addresses in positions 3, 4, and 8 in the neighbor peer MP list are in the powersave mode. The neighbor peer MP operating in power save mode bitfield length is zero-padded to an integer number of octets. The bits are in the same order as the MAC addresses. The length of the neighbor peer MP operating in power save mode field is the following number of octets: least integer greater than or equal to n divided by 8.

INSTRUCTION TO EDITOR: on page 40 lines 26-28 in clause 7.3.2.71 do the following changes
The PREQ element may be transmitted to a neighbor peer MP via either unicast or broadcast. A “unicast PREQ” is a PREQ element contained in a management frame that is unicast to a neighbor peer MP. A “broadcast PREQ” is a PREQ element contained in a management frame that is broadcast to all neighbor peer MPs.

INSTRUCTION TO EDITOR: on page 43 line 33 in clause 7.3.2.76 do the following change
7.3.2.76 RA-OLSR HELLO element

The HELLO element is exchanged between neighbor peer MPs and serves the purpose of populating the 2-hop neighbor set as well as carries MPR signaling in the RA-OLSR protocol.
INSTRUCTION TO EDITOR: on page 43 line 43 in clause 7.3.2.76 do the following change
The length is set to 13 + N*2 + 10*(X_1 + ... + X_N) where N is the number of blocks and X_i is the number of neighbor peer MPs in the block i.

INSTRUCTION TO EDITOR: on page 44 in table s46 in clause 7.3.2.71 change all occurrences of “neighbor” to “neighbor peer MP”

INSTRUCTION TO EDITOR: on page 44 lines 46-48 in clause 7.3.2.76 do the following changes
The Number of Neighbor Peer MP Addresses field indicates the number of neighbor peer MP addresses of each Link Code.

The Neighbor Peer MP Address field indicates the MAC address of a neighbor peer MP.

INSTRUCTION TO EDITOR: on page 44 line 65 in clause 7.3.2.77 do the following change
The Element ID is set to the value given in Table 7-26 for the information element. The length is set to 13 + N*10 where N is the number of neighbor peer MPs.

INSTRUCTION TO EDITOR: on page 45 in table s47 in clause 7.3.2.77 change all occurrences of “neighbor” to “neighbor peer MP”

INSTRUCTION TO EDITOR: on page 45 lines 45-54 in clause 7.3.2.77 do the following changes
The ANSN field indicates a sequence number associated with the advertised neighbor peer MP set. Every time an MP detects a change in its advertised neighbor peer MP set, it increments this sequence number (“Wrap-around” is handled as described in 11A.9.17). This number is sent in this ANSN field of the TC element to keep track of the most recent information. When an MP receives a TC element, it can decide on the basis of this advertised ANSN, whether or not the received information about the advertised neighbor peer MPs of the originator MP is more recent than what it already has.

The Advertised Neighbor Peer MP Main Address field indicates the main address of a neighbor peer MP.

INSTRUCTION TO EDITOR: on page 53 line 62 in clause 7.4.9.2 change “Peer Link Open frame” to “Peer Link Confirm frame”
INSTRUCTION TO EDITOR: on page 55 line 40 in clause 7.4.10.1 do the following change
7.4.10.1 Link Metric Request frame format

The Link Metric Request frame is transmitted by an MP to a neighbor peer MP in a mesh to request metric information. This frame is transmitted in an individually addressed manner. The frame body of a Link Metric Request frame contains the information shown in Table s15.
INSTRUCTION TO EDITOR: on page 56 line 3 in clause 7.4.10.2 do the following change
7.4.10.2 Link Metric Report frame format

The Link Metric Report frame is transmitted by an MP to a neighbor peer MP in a mesh to advertise metric information. This frame is transmitted in an individually addressed manner. The frame body of a Link Metric Report frame contains the information shown in Table s16.
INSTRUCTION TO EDITOR: on page 59 line 65 in clause 7.4.13.1 do the following change
7.4.13.1 Congestion Control Request frame format

The Congestion Control Notification frame uses the Action frame body format and is sent by an MP to its neighbor peer MP(s) to indicate its congestion status. The body is shown in Table s26.
INSTRUCTION TO EDITOR: on page 60 line 57 in clause 7.4.13.2 do the following changes
7.4.13.2 MDA Setup Request frame format

The Mesh Deterministic Access MDA Setup Request frame is used to request the setup of a set of MDAOPs. It is transmitted by an MDA-active MP to an MDA-active neighbor peer MP. This frame is transmitted using individual addresses. The frame body of a Mesh Deterministic Access MDA Setup Request frame contains the information shown in Table s27.
INSTRUCTION TO EDITOR: on page 61 line 20 in clause 7.4.13.3 do the following changes
7.4.13.3 MDA Setup Reply frame format

The Mesh Deterministic Access MDA Setup Reply frame is used to reply to an MDAOP Setup Request. It is transmitted by an MDA-active MP to an MDA-active neighbor peer MP. This frame is transmitted using individual addresses. The frame body of a Mesh Deterministic Access MDA Setup Reply frame contains the information shown in Table s28.
INSTRUCTION TO EDITOR: on page 61 line 50 in clause 7.4.13.4 do the following change
7.4.13.4 MDAOP Advertisement Request frame format

The MDAOP Advertisement Request frame is transmitted by an MDA-active MP to request MDA advertisements from neighbor peer MPs. The frame body of an MDAOP Advertisement Request frame is shown in Table s29.
INSTRUCTION TO EDITOR: on page 62 line 8 in clause 7.4.13.5 do the following changes
7.4.13.5 MDAOP Advertisements frame format

The Mesh Deterministic Access MDAOP Advertisements frame is transmitted by an MDA-active MP to one or more MDA-active neighbor peer MPs. This frame may be transmitted using group addresses or individual addresses. The frame body of a Mesh Deterministic Access MDAOP Advertisements frame contains the information shown in Table s30.
INSTRUCTION TO EDITOR: on page 62 line 40 in clause 7.4.13.6 do the following changes
7.4.13.6 MDAOP Set Teardown frame format

The Mesh Deterministic Access MDAOP Set Teardown frame is transmitted by an MDA-active MP to one or more MDA-active neighbor peer MPs. This frame may be transmitted using group addresses or individual addresses. The frame body of a Mesh Deterministic Access MDAOP Set Teardown frame contains the information shown in Table s31.
INSTRUCTION TO EDITOR: on page 64 line 3 in clause 7.4.13.7 do the following change
7.4.13.7 Beacon Timing Request frame format

The Beacon Timing Request frame is used to request beacon timing information from neighbor peer MPs. This frame is transmitted using group addresses or individual addresses. The frame body of a Beacon Timing Request frame contains the information shown in Table s27.
INSTRUCTION TO EDITOR: on page 64 lines 26-27 in clause 7.4.13.10 do the following changes
7.4.13.10 Connectivity Report frame format

The Connectivity Report frame is transmitted by an MP to advertise the number of beacon broadcasters during the reporting interval and the neighbor peer MPs that transmitted a connectivity report and the Power Management Mode of each neighbor peer MP. This frame is transmitted using group addresses. The frame body of a Connectivity Report frame contains the information shown in Table s35.
INSTRUCTION TO EDITOR: on page 84 lines 26-27 in clause 9.21.6 do the following changes
The dot11MAFlimit is copied into the MDA Access Fraction Limit field of the MDAOP Advertisements information element. Before attempting to set up an MDAOP Set with a neighbor peer MP, an MP is required to ensure that the new MDAOP set does not cause the MAF of its neighbor peer MPs to exceed their MAF Limit. An MDAOP setup request shall be refused by the intended receiver if the MAF limit of its own neighbors is exceeded due to the new setup.

INSTRUCTION TO EDITOR: on pages 84-85 lines 40-5 in clause 9.21.7 do the following changes
a) The MP that intends to be the transmitter in a new MDAOP set builds a map of Neighborhood MDAOP times in the Mesh DTIM interval after hearing Advertisements from all of its neighbor peer MPs that have MDA active. If no advertisement was heard from a neighbor peer MP in the last dot11MDAdvertPeriodMax, the MP may request the neighbor peer MP for MDAOP Advertisement.

b) Based on traffic characteristics, it then chooses MDAOP starting times and durations in the Mesh DTIM interval that do not overlap with either its Neighborhood MDAOP Times or the Neighbor MDAOP Interfering Times of the intended receiver. It also avoids using times that are known to it as being used by itself or one of its neighbor peer MPs for other activities such as beacon transmissions.

c) It then verifies that the new MDAOP Set will not cause the MAF limit to be crossed for its neighbor peer MPs. If MAF limit would be crossed for its neighbor peer MPs, due to the new MDAOP Set, it suspends the setup process.

d) If the MAF limits at all neighbor peer MPs are respected despite the new MDAOP set, it transmits an MDAOP Setup request information element to the intended receiver with chosen MDAOP locations and durations.

e) The receiver of the MDAOP Setup Request information element checks to see if the MDAOP times have overlap with its Neighborhood MDAOP Times. The receiver also checks if the new MDAOP Set will cause the MAF limit to be crossed for its neighbor peer MPs. The MDAOP Setup Reply information element is used to reply to a setup request.

f) The receiver rejects the setup request if there are overlaps of the requested MDAOP set with its Neighborhood MDAOP Times, or other times that it knows are set to be used by itself or its neighbor peer MPs for activities such as beacon transmissions. It may suggest alternate times by including the optional field Alternate Suggested Request information element in the MDAOP Setup Reply element.

g) The receiver also rejects the setup request if the MAF limit of itself or its neighbor peer MPs will be exceeded due to the new setup.

INSTRUCTION TO EDITOR: on page 85 linse 21-25 in clause 9.21.8 do the following changes
a) TX-RX times report:

1) All MDAOP times for which the MP is the transmitter or the receiver.

2) All other times that it knows are busy/reserved such that it is either the transmitter or the receiver. A non exhaustive list includes expected HCCA times for an MAP and self or neighbor peer MP’s expected beacon times.

b) Interfering times report:

1) All TX-RX times reported by the MP’s neighbor peer MPs so that the MP is neither the transmitter nor the receiver during those times.

INSTRUCTION TO EDITOR: on page 85 lines 57-58 in clause 9.21.9 do the following changes
The interfering times are directly derived from neighbor peer MPs’ TX-RX times report. The interfering times report reflects the latest TX-RX times reports from the neighbor peer MPs.

INSTRUCTION TO EDITOR: on page 85 line 64 in clause 9.21.10 do the following change
9.21.10 Access during MDAOPs

MPs that have MDA active maintain the Neighborhood MDAOP Times state of MDAOPs when either they or their neighbor peer MPs are transmitters or receivers. The access behavior for such MPs during the Neighborhood MDAOP Times is described as below.
INSTRUCTION TO EDITOR: on page 87 line 23 in clause 10.3.39.1.1 do the following changes
10.3.39.1.1 Function

This primitive requests that the mesh entity starts the peer link establishment protocol passively.
INSTRUCTION TO EDITOR: on page 87 line 50 in clause 10.3.39.131 do the following change
10.3.39.1.3 When generated

This primitive is generated when the mesh entity wishes to establish a peer link with a neighbor mesh entity, but does not specify a particular neighbor.
INSTRUCTION TO EDITOR: on page 87 line 57 in clause 10.3.39.1.4 do the following change
10.3.39.1.4 Effect of receipt

This primitive initiates a peer link instance and corresponding finite state machine. The MLME subsequently issues an MLME-PassivePeerLinkOpen.confirm that reflects the results.
INSTRUCTION TO EDITOR: on page 88 line 44 in clause 10.3.40.1.1 do the following changes
10.3.40.1.1 Function

This primitive requests that the mesh entity starts the peer link management procedure actively with a specified peer MAC entity that is within a mesh entity.
INSTRUCTION TO EDITOR: on page 88 line 65 in clause 10.3.40.1.3 do the following change
10.3.40.1.3 When generated

This primitive is generated when the mesh entity wishes to establish a peer link with a neighbor mesh entity.
INSTRUCTION TO EDITOR: on page 89 line 5 in table s-XX in clause 10.3.40.1.3 do the following change
Specifies the address of the peer MAC entity with which to perform the peer link management procedure.
INSTRUCTION TO EDITOR: on page 89 line 43 in table s-XX in clause 10.3.40.2.2 do the following change
Specifies the address of the peer MAC entity with which to perform the peer link establishment process.
INSTRUCTION TO EDITOR: on page 90 line 35 in clause 10.3.41.1.3 do the following change
10.3.41.1.3 When generated

This primitive is generated when the mesh entity finishes the peer link management procedure, either when the peer link is established, or when it is closed.
INSTRUCTION TO EDITOR: on page 91 line 28 in clause 10.3.42.2.1 do the following change
10.3.42.2.1 Function

This primitive reports the result of cancel peer link request.
INSTRUCTION TO EDITOR: on page 91 line 63 in clause 10.3.42.2.4 do the following change
10.3.42.2.4 Effect of receipt

The SME is notified of the results of the cancel peer link procedure.
INSTRUCTION TO EDITOR: on page 100 lines 16-17 in clause 11A.1.1 do the following change
11A.1.1 General

Mesh discovery and peer link management require that MPs have sufficient information about themselves and potential neighbors. This process requires detection of potential mesh neighbors through Beacons or through active scanning using Probe Requests.  
INSTRUCTION TO EDITOR: on page 101 line 23 in clause 11A.1.4 do the following change
The MP attempts to discover all candidate peer MPs, and maintains the neighbor MP information (see T.6.1) indicating the MAC address of each MP, the most recently observed link state parameters, the received channel number and state.

INSTRUCTION TO EDITOR: on page 101 lines 47-49 in clause 11A.2.1 do the following changes
An MP shall be able to establish at least one peer link with a candidate peer MP, and may be able to establish many such links simultaneously, if the maximum number of peer MPs is not reached. The procedure of discovering a candidate peer MP from a set of neighbor MPs to establish a peer link is specified in 11A.1.4.

INSTRUCTION TO EDITOR: on page 101 line 61 in clause 11A.2.1 do the following change
The MP shall identify a link instance with the peer MP. The link instance identifier is defined as <local-MAC, peerMAC, localLinkID, peerLinkID>. localMAC is the MAC address of the MP. peerMAC is the MAC address of the peer MP or the candidate peer MP. localLinkID is an integer generated by the MP. peer-LinkID is an integer generated by the peer MP or the candidate peer MP. The localLinkID shall be unique among all link identifiers used by the MP for its current peer link instances. The MP selects the localLinkID to provide high assurance that the same number has not been used to identify a recent link instance. The peerLinkID shall be supplied by the peer MP or candidate peer MP in Peer Link Open and Confirm frames. The link identifiers are transmitted via peer link management frames.

INSTRUCTION TO EDITOR: on page 102 lines 15-27 in clause 11A.2.1 do the following changes
The SME issues a MLME-ActivePeerLinkOpen.request(peerMAC, localLinkID) primitive to create an instance of a finite state machine establishing a peer link with the candidate peer MP whose MAC address is peerMAC. The MP shall issue the MLME-ActivePeerLinkOpen.confirm(peerMAC, localLinkID) primitive to inform the completion of creating the finite state machine.

A link instance ends when the peer link is closed. The peer link close can be caused by either an internal event or an external event. The specification of internal events is beyond the scope of this standard.

The IEEE 802.11 SME can close the link instance identified by the instance identifier localLinkID by issuing the MLME-CancelPeerLink.request(localLinkID, ReasonCode) primitive. The MP shall issue MLMECancelPeerLink.confirm(localLinkID, ResultCode) to inform the SME the completion of closing the peer link. Upon closing the peer link completely, the MP shall issue the MLME-SignalPeerLinkStatus.indication(localLinkID, statusCode) primitive to report the result of the close.

INSTRUCTION TO EDITOR: on page 102 lines 39-47 in clause 11A.2.1 do the following changes
A Peer Link Open frame requests that a peer link instance be established between the Peer Link Open sender and the receiver. The MP shall send a Peer Link Confirm frame in response to the Peer Link Open frame if the link instance proceeds with the protocol. The Peer Link Close frame is used to inform the receiver to close the peer link. The protocol succeeds in establishing a peer link when the following requirements are satisfied: 1) both MPs have sent and received (and correctly processed) a Peer Link Open frame regarding this peer link; 2) both MPs have sent and received (and correctly processed) a corresponding Peer Link Confirm frame regarding this peer link.

INSTRUCTION TO EDITOR: on page 103 line 35 in clause 11A.2.2.1 do the following change
The MP shall also verify the configuration parameters, if present, conveyed in the Open and Confirm frames. The Mesh Configuration information element and Frame Control field supply the configuration parameters. If either is present in the Confirm, the MP shall verify that the parameters reported by the Candidate peer MP match those the MP has agreed to use for this link instance. In particular, the MP shall verify the following fields or subfields. This verification is needed to satisfy the consistency property, i.e., to guarantee that MPs agree on the configuration before establishing a peer link.

INSTRUCTION TO EDITOR: on page 105 lines 34-36 in clause 11A.2.3.1 do the following changes
f) ESTAB – In the ESTAB state, the finite state machine has received both the Peer Link Open and Peer Link Confirm frames. The MP has also sent both the Peer Link Open frame and Peer Link Confirm frame. The peer link is established and configured for exchanging frames with peer MPs in the ESTAB state.

g) HOLDING − In the HOLDING state, the finite state machine is closing the peer link with the peer MP or the candidate peer MP.

INSTRUCTION TO EDITOR: on page 105 line 49 in clause 11A.2.3.2 do the following change
a) CNCL -- MLME-CancelPeerLink.request(localLinkID, ReasonCode) event is used to instruct the link instance to cancel the peer link with the peer MP. The link instance uses MLME-CancelPeer-Link.confirm(localLinkID, ResultCode) primitive to return the result to IEEE 802.11 SME.

INSTRUCTION TO EDITOR: on page 106 line 59 in clause 11A.2.3.2 do the following change
d) TOH event – The Timeout(localLinkID, holdingTimer) event. The holdingTimer allows a grace period for closing the link instance; it is necessary to avoid deadlocks and livelocks that arise due to interactions between peer link establishment and termination. When TOH occurs, the link instance shall be closed completely and the finite state machine shall transition to IDLE state.

INSTRUCTION TO EDITOR: on page 107 line 34 in clause 11A.2.3.2 do the following change
Before setting the retryTimer, the finite state machine shall apply the default peer link open request backoff algorithm to compute the updated timeout value as the following:

INSTRUCTION TO EDITOR: on page 113 line 24 in clause 11A.2.3.10 do the following change
11A.2.3.10 HOLDING state

In HOLDING state, the MP is closing the peer link. The holdingTimer is in effect.
INSTRUCTION TO EDITOR: on page 114 lines 32-33, 42, 57 in clause 11A.3.3 do the following changes
An MP that determines the need to switch the channel of its UCG shall transmit a Mesh Channel Switch Announcement to announce this intent. The MP first chooses a Mesh Channel Switch wait time in the range from 0 to 255, representing the time (in TUs) until the MP switches to the new channel. The MP sets the MCS timer with this wait time and then sends a Mesh Channel Switch Announcement frame to each neighbor peer MP to which a peer link has been established in the unified channel graph, copying the value of the new candidate channel and new candidate channel precedence indicator and setting the Channel Switch Count field value to the chosen wait time.

If an MP receives a Mesh Channel Switch Announcement with a channel precedence value larger than the current channel precedence value of the PHY on which the frame was received, the MP shall set an MCS timer equal to the channel switch count value of the frame and then sends a Mesh Channel Switch Announcement frame to each neighbor peer MP to which a peer link has been established on the PHY, copying the values from the received Mesh Channel Switch Announcement.

It is possible that more than one MP in the unified channel graph may independently detect the need to switch channels and send separate Mesh Channel Switch Announcements. If an MP receives more than one Mesh Channel Switch Announcement, it only acts upon the frame if the channel precedence value is larger than the channel precedence value of a previously received Mesh Channel Switch Announcement frame. In case a newly received Mesh Channel Switch Announcement frame has the same channel precedence value as a previously received frame, the new frame is acted upon only if the source address is smaller than the source address from the previously received frame. If the MP acts upon the newly received Mesh Channel Switch Announcement frame, it updates its candidate channel and candidate channel precedence indicator, sets its MCS timer to the channel switch count value of the frame and then sends a Mesh Channel Switch Announcement frame to each neighbor peer MP to which a peer link has been established on the PHY, copying the values from the received Mesh Channel Switch Announcement frame.

INSTRUCTION TO EDITOR: on page 118 line 21 in clause 11A.4.2.1 do the following change
The MSA authentication mechanism includes the peer link management protocol (11A.2) and an MSA 4-Way Handshake (11A.4.2.2.6), which establishes a PTK, and allows each MP to provide its GTK to the peer MP. After the MSA 4-Way Handshake completes, either MP may initiate a Group Key Handshake (see 8.5.4) at any time during the peer link's lifetime, to update its GTK.

INSTRUCTION TO EDITOR: on page 119 line 1 in clause 11A.4.2.1 do the following change
Pre-RSNA authentication shall not be supported for peer link establishment.

INSTRUCTION TO EDITOR: on page 119 line 55 in clause 11A.4.2.2 do the following change
The MSA authentication mechanism may also comprise the authentication of an MP (such as through the use of 802.1X authentication) and the establishment of its mesh key hierarchy. This procedure, known as Initial MSA Authentication, is required, for example, when an MP establishes its first peer link within an MKD domain. On the establishment of subsequent peer links within the MKD domain, an MP’s execution of the MSA authentication mechanism may utilize its mesh key hierarchy to omit the authentication and key establishment steps.

INSTRUCTION TO EDITOR: on page 121 line 1 in clause 11A.4.2.2.2 do the following changes
— Verify that it wishes to establish a peer link with the candidate peer MP that sent the peer link open frame, based on the policies advertised in the peer link open frame, and, if present, the Selector MP’s choice of AKM suite and pairwise cipher s

INSTRUCTION TO EDITOR: on pages 142-143 in clause 11A.5.4 do the following changes
11A.5.4 Link metric reporting

The purpose of the link metric reporting procedure is to determine the link metric associated with a particular link.

If bi-directional link metrics are required in the network, each MP may request a link metric report from a neighbor peer MP, or may voluntarily submit a link metric report to a neighbor peer MP. Upon reception of a link metric report, an MP may update its local link metric information using the link metric information received.

To request a link metric report, an MP sends a link metric request to a neighbor peer MP. An MP receiving a link metric request shall reply with a link metric report containing the measured metric for the link to the requesting MP.

To submit a link metric report, an MP sends a link metric report frame to a neighbor peer MP.
INSTRUCTION TO EDITOR: on page 146 line 28 in clause 11A.5.5.3.1 do the following change
In order to increase the reliability of broadcast frame delivery, a Source MP may optionally transmit the same broadcast frame multiple times or break the frame in to multiple unicast frames to neighbor peer MPs with Address 1 set to each peer MP’s address and Address 3 set to the broadcast address.

INSTRUCTION TO EDITOR: on page 146 line 49 in clause 11A.5.5.3.2 do the following change
The MP then decrements the TTL field in the Mesh Header field. If the TTL value has reached zero, the message shall not be forwarded to other MPs. If the TTL value has not reached zero and the MP is a forwarder for this frame, the frame is queued for transmission to neighbor peer MPs in order to propagate this broadcast frame throughout the mesh. The transmission procedure of the broadcast frame is as described in the previous subclause.

INSTRUCTION TO EDITOR: on page 152 line 10 in clause 11A.7 do the following change
11A.7 Airtime link metric computation procedures

In order to compute the forwarding table for individually addressed frames, the MP shall first calculate the link metric for each pairwise link to its neighbor peer MPs in the Mesh. This subclause defines a default link metric that may be used by a path selection protocol to identify an efficient radio-aware path. The extensibility framework allows this metric to be overridden by any path selection metric as specified in the active profile.
INSTRUCTION TO EDITOR: on page 156 line 54 in clause 11A.8.3 do the following change
—next hop MP: The next hop MP is a neighbor peer MP on the path to the destination MP.

INSTRUCTION TO EDITOR: on page 157 line 54 in clause 11A.8.3 do the following change (CID 418)
Note: It is assumed that the receiving MP only receives HWMP messages from MPs with which it has established a security association. Therefore, all HWMP messages received are presumed to have originated in the same mesh network that the receiving MP belongs to.

INSTRUCTION TO EDITOR: on page 177 lines 19-20 in clause 11A.9.1 do the following changes
11A.9.1 Introduction

Radio Aware Optimized Link State Routing (RA-OLSR) protocol is a proactive, link-state wireless mesh path selection protocol based on Optimized Link State Routing (OLSR) protocol [IETF RFC 3626] with extensions from Fisheye State Routing (FSR) protocol and uses radio-aware metrics in forwarding path and multipoint relay (MPR) set calculation. RA-OLSR enables the discovery and maintenance of optimal paths based on a predefined metric, given that each MP has a mechanism to determine the metric cost of a mesh link to each of its neighbor peer MPs. In order to propagate the metric link cost information between MPs, a metric field is used in RA-OLSR information elements. In disseminating topology information over the network, RAOLSR adopts the following approaches in order to reduce the related control overhead:
INSTRUCTION TO EDITOR: on page 177 lines 39-48 in clause 11A.9.2 do the following changes
11A.9.2 Overview

The optimization in RA-OLSR mainly focuses on the minimization of broadcasting overhead: First, in RA-OLSR only a selected subset of 1-hop neighbor peer MPs (i.e., MPRs) is used by an MP in forwarding information elements. The MPRs are selected such that a broadcast element, forwarded by these MPRs, can reach all 2-hop neighbor peer MPs of the selecting MP (i.e., MPR selector). The information required to perform MPR selection is acquired through the periodic exchange of HELLO elements. In addition, RA-OLSR can also optionally control the element exchange frequencies based on the fisheye scopes to further reduce the amount of information elements exchanges. These techniques significantly reduce the number of forwarding transmissions required to broadcast an element to all MPs in the network. Second, RA-OLSR requires only partial link state to be broadcast in order to provide best paths. The minimal set of link state information required is that all the MPs selected as MPRs shall declare the links to their MPR selectors. Additional topological information, if present, may be utilized, e.g., for redundancy purposes.
INSTRUCTION TO EDITOR: on page 178 lines 30-35 in table s71 in clause 11A.9.3 do the following changes
The neighbor peer MP in direct communication range which supports RA-OLSR
The MAC address of a neighbor peer MP
The neighbor peer MP whose distance is 2-hop from the local MP
2-hop neighbor peer MP which not including a (1-hop) neighbor peer MP
INSTRUCTION TO EDITOR: on page 180 line 15 in clause 11A.9.5.2 do the following change
— The sender address (NB: not originator address) of this element is not one of the MAC addresses of neighbor peer MPs of this MP

INSTRUCTION TO EDITOR: on page 181 lines 1-2 in clause 11A.9.5.4 do the following changes
Emission of RA-OLSR elements from neighbor peer MPs will — for various reasons (mainly timer interactions with frame processing) — become synchronized such that several neighbor peer MPs attempt to transmit RA-OLSR elements simultaneously. This will lead to collisions and hence element loss, possibly the loss of several subsequent elements of the same type.

INSTRUCTION TO EDITOR: on page 182 line 33 in clause 11A.9.6.1 do the following changes
11A.9.6.1 Link information

An MP shall record the link information, which contains the MAC address of a neighbor peer MP (see 11A.2), link metric (an example is airtime link metric, see 11A.7) and the MAC address of the MP associating this entry. The link information is maintained by some other component of this standard, see 11A.9.9.
INSTRUCTION TO EDITOR: on page 182 line 50 in table sXX in clause 11A.9.6.1 do the following change
The MAC address of the neighbor peer MP,
INSTRUCTION TO EDITOR: on page 184 line 8 in table sXX in clause 11A.9.6.4 do the following change
The main address of a neighbor, which has a mesh link to N_neighb_main_addr
INSTRUCTION TO EDITOR: on page 188 lines 46-48 in clause 11A.9.8 do the following changes
11A.9.8 HELLO element

HELLO elements are exchanged between neighbor peer MPs periodically, and its period is specified by HELLO_INTERVAL. This subclause describes the function, generation, sending, forwarding, and processing of the HELLO element.
INSTRUCTION TO EDITOR: on page 188 lines 56-59 in clause 11A.9.8.1 do the following changes
11A.9.8.1 Function

The purpose of the HELLO element is

— to announce the local MP which supports RA-OLSR to its neighbor peer MPs

— to announce the 1-hop neighbor information to its neighbor peer MPs

— to announce the MPR information to its neighbor peer MPs.
INSTRUCTION TO EDITOR: on page 189 lines 38-47 in table s75 in clause 11A.9.8.2 do the following changes
	Block #1 number of neighbor peer MP addresses
	The number of neighbor peer MP addresses in block #1

	Block #1 neighbor peer MP address #2
	The main address of neighbor peer MP of the MP in block #1

	Block #1 link metric #2
	The link metric toward the MP having the neighbor peer MP address #2


INSTRUCTION TO EDITOR: on page 189 lines 52-59 in clause 11A.9.8.2 do the following changes
For every interface of an MP, a HELLO element is generated. Each HELLO element is broadcast by the MP on the corresponding interface to its neighbor peer MPs according to “default sending and forwarding algorithm” (described in 11A.9.5.3).

The list of MAC addresses declared in a HELLO element is a list of MAC addresses of neighbor peer MPs for each interface. These MAC addresses are classified into blocks, in which the MAC addresses have the same link code (see 11A.9.8.6).

INSTRUCTION TO EDITOR: on page 190 lines 29 in clause 11A.9.8.4.2 do the following change
c) For each neighbor peer MP address (henceforth: 2-hop neighbor address) listed in the HELLO element, the receiving MP shall recode or update its 2-hop neighbor information with the originator address as the main address of a neighbor, the main address of a 2-hop neighbor address, and expiration time.

INSTRUCTION TO EDITOR: on page 190 lines 62-64 in clause 11A.9.8.6 do the following changes
11A.9.8.6 Link code

The link code for each neighbor peer MP shall be set as the following:

a) If the main address of the neighbor peer MP is selected as the MPRs of the local MP, its Link Code is MPR_NEIGH.
INSTRUCTION TO EDITOR: on page 191 lines 3-31 in clauses 11A.9.9-11A.9.9.2 do the following changes
11A.9.9 Mesh link management

An MP maintains the link information, which contains the MAC address of a neighbor peer MP (see 11A.2), link metric (an example of airtime cost, see 11A.7) and the MAC address of the MP associating this entry.

11A.9.9.1 Mesh link creation

Each time a link appears, the following applies:

a) The MP shall record the link as a new entry of the link information.

11A.9.9.2 Mesh link removal

Each time a link is deleted, the following applies:

a) The MP shall delete the entry in the link information

b) The associated entry in the neighbor information shall be removed

c) The associated entry in the 2-hop neighbor information shall be removed

d) The MP shall calculate the MPR set, see 11A.9.10

e) The MP shall calculate the path selection table, see 11A.9.12

f) The MP may initiate the transmission of a HELLO element, see 11A.9.8.2
INSTRUCTION TO EDITOR: on page 191 lines 51 in clause 11A.9.10 do the following changes
11A.9.10 Multipoint Relay (MPR)

MPRs are used to broadcast information elements from an MP into the network while reducing the number of forwarding transmissions that occur in a region. Each MP in the network selects, independently, its own set of MPRs among its neighbor peer MPs. The main addresses of the neighbor peer MPs which are selected as MPR are advertised with a Link Code = MPR_NEIGH in the HELLO elements.
INSTRUCTION TO EDITOR: on page 192 lines 25 in clause 11A.9.11.1 do the following change
11A.9.11.1 Function

The purpose of the TC element is

— to advertise the main addresses and link metric of neighbor peer MPs at least that select the local MP as an MPR.
INSTRUCTION TO EDITOR: on page 192 line 34 in clause 11A.9.11.2 do the following change
— the MP is selected as an MPR by its neighbor peer MP

INSTRUCTION TO EDITOR: on page 193 lines 2-5 in table s76 in clause 11A.9.11.2 do the following changes
	Advertised neighbor peer MP main address #1
	The main address of a neighbor peer MP in the advertised neighbor set, see 11A.9.11.5

	Link metric #1
	The link metric toward the MP having the neighbor peer MP address #1


INSTRUCTION TO EDITOR: on page 193 line 56 in table s77 in clause 11A.9.11.3 do the following change
Advertised neighbor peer MP main address #1
INSTRUCTION TO EDITOR: on page 194 lines 26-27 in clause 11A.9.11.4.2 do the following changes
b) For each of the advertised neighbor peer MP main addresses in the received element, the receiving MP shall recode or update its topology information with the advertised neighbor peer MP main address as the main address of a destination MP, the originator address as a main address of a last-hop MP, link metric, ANSN and expiration time.

INSTRUCTION TO EDITOR: on page 195 lines 21-22 in clause 11A.9.12.1 do the following changes
Each entry in the table consists of R_dest_addr, R_next_addr, R_dist, R_metric and R_iface_addr. Such entry specifies that the MP identified by R_dest_addr is estimated to be R_dist hops away from the local MP with the path metric equal to R_metric, that the neighbor peer MP with interface address R_next_addr is the next hop MP in the path to R_dest_addr, and that this neighbor peer MP is reachable through the local interface with the address R_iface_addr. Entries are recorded in the path selection table for each destination in the network for which a path is known. All the destinations, for which a path is broken or only partially known, are not recorded in the table.

INSTRUCTION TO EDITOR: on page 216 lines 31-32 in clause 11A.13.1 do the following changes
A power save supporting MP which has a mesh link with a neighbor peer MP in power save mode shall buffer MSDUs destined for the MP and only transmit them at designated times. MSDUs that are to be transmitted to an MP in power save mode are first announced via the Mesh TIM element in the beacon frame, or by an ATIM frame transmission during the Mesh ATIM window following the Mesh DTIM beacon when neighboring MPs are awake. A power saving MP shall listen for these announcements to determine if it needs to remain in the awake state.

INSTRUCTION TO EDITOR: on page 218 line 60 in clause 11A.13.4 do the following changes
After the Mesh DTIM beacon reception or the beacon transmission, the MP in PS mode may return to the doze state if any of the neighbor peer MPs did not make any announcement that the neighbor peer MP has a frame totransmit to the MP in PS mode, as described later in this subclause.

INSTRUCTION TO EDITOR: on page 220 line 53 in clause 11A.13.5.1 do the following change
Its neighbor peer MP in Power Save mode shall issue the PS-Poll frame upon the reception of such a beacon frame to retrieve the frame, and buffered frames at the power save supporting MP are transmitted upon the reception of PS-poll frames.

INSTRUCTION TO EDITOR: on page 244 lines 44-65 in table sXX in clause T.8 do the following changes
	Neighbor of an interface
	An MP is a “neighbor of an interface” if the interface (on the MP) has a link to any one interface of the neighbor peer MP.

	2-hop neighbors reachable from an interface
	The list of 2-hop neighbors of the MP that can be reached from neighbors peer MPs of this interface.

	MPR set of an interface
	A (sub)set of the neighbors peer MPs of an interface with a willingness different from WILL_NEVER, selected such that through these selected MPs, all strict 2-hop neighbors reachable from that interface are reachable.

	N
	N is the subset of neighbor peer MPs of the MP, which are neighbor peer MPs of the interface I.

	N2
	The set of 2-hop neighbors reachable from the interface I, excluding: 
(i) the MPs only reachable by members of N with willingness WILL_NEVER 
(ii) the MP performing the computation 
(iii) all the neighbor peer MPs: the peer MPs for which there exists a mesh link to this MP on some interface

	D(y)
	The degree of a 1-hop neighbor peer MP y (where y is a member of N), is defined as the number of neighbor peer MPs of MP y, excluding all the members of N and excluding the MP performing the computation.
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Abstract


This document provides normative text for the proposed resolution to comments CID 418 and 465. The distinction between the logical concept of a peer link and the physical link within a mesh is made clearer with the proposed changes. Peer link and physical link are related, but independent concepts. Peer link and physical link are coupled only during peer link setup and the setup of the security association between MPs. If the physical link breaks, the corresponding peer link does not have to be torn down. If there is no peer link established between two MPs in direct communication range, no successful transmission of mesh frames is possible between them. For more discussion, see doc 11-07/0861r0.
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