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· Mesh networking

· Overview
This clause describes the mesh networking functions and protocols, services, mesh interworking as well as mesh specific functions related to synchronization and power save operations.
11A.1.1 Extensibility Framework
This [document] defines a set of default capabilities and protocols that support mesh networking. The default protocols provide the means for other functions and protocols to be implemented and used while retaining a basic level of interoperability. This is achieved through advertising these capabilities and protocols in the discovery phase of mesh operations so that like–configured mesh points will be able to recognize each other and to establish connections. 
The parameters addressed by the extensibility framework are: 

1. The path selection protocol identifier

2. The path selection metric identifier
11A1.2 Mesh Networking Functions
Mesh Networking requires a number of interdependent functions that, acting together provide the functions needed to STA’s to act as MPs. See Figure……

As the figure  illustrates, the mesh specifc functions re-use existing interfaces (white arrows) but the internal interfaces do not (gray arrows); the latter are considered implementation specific and therefore out of scope of this [standard].
Each Mesh Networking Function has its own protocol elements that are given in the following subclauses.
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11A.1.2.1 Mesh (re-)Discovery

This function serves to detect other MPs that belong to the same owner or administrative domain and that have been configured to form a mesh network with like – configured MPs.  This process requires detection of potential mesh neighbors through Beacons or through active scanning using Probe Requests.  
Mesh Discovery is a continuous process that remains active in all nodes of a mesh network so as to assure that it survives or  re-configures after the loss of one or more mesh peer links.
11A.1.2.2 Mesh Peer Link Management 
The Mesh Peer Link Management protocol is used to establish and close peer links between MPs.  11A.3 specifies the protocol details. The following summarizes the protocol operations.

An MP shall be able to establish at least one mesh link with a peer MP, and may be able to establish many such links simultaneously. The procedure of choosing a candidate peer MP from a set of neighbor MPs to establish a mesh link is specified in  11A.1.2.

11A.1.2.3 Mesh Secure Transport

Mesh Secure Transport provides secure transport of mesh data frames and mesh management frames between any pair or group of MPs. 
The security provided for mesh data frames makes use of the procedures and protocols defined in xxxx; the security provide for mesh management frames makes use of procedures and protocols defined in yyyy.
Secure Transport builds on the basic Peer Link Management function and, in turn, supports both the Mesh Path Selection function and the Mesh Forwarding function.
11A.1.2.4 Mesh Path Selection
The Mesh Path Selection function provides MPs with the means to discover and select path to other MPs. The The Path Selection protocol and the Path Selection Metrics are advertised in the Discovery Protocol. Mesh Path Selection may be disabled in MPs. This is indicated in the Mesh Cnfiguration Element. See xxxx
11A.1.2.5 Mesh Forwarding
The Mesh Forwarding function provides MPs with the ability to implement delivery of mesh data frames and mesh management frames to MPS other than their peer MPS. This is also known as multi-hop forwarding. Mesh Forwarding may be disabled in MPs. This is indicated in the Mesh Cnfiguration Element. See xxxx
11A.2 Link Quality Metrics
Once a mesh link has been established with a peer MP, prior to using this mesh link as a candidate for establishing a path a measure of the quality of the link shall be established.  This information is required to allow the path selection algorithm/metric to function properly.

deleteBefore a link quality measurement has been established, the link is marked as being unavailable.  Path selection frames received from an MP whose link is unavailable shall be discarded.  Once a link quality measurement has been established, the link is marked as being available.  At this point, the MP is able to fully participate in the selection of paths (and by extension, it is able to fully participate in frame forwarding).
The extensibility framework allows this metric to be overridden by any path selection metric as specified in the active profile.
Since an MP may use any path selection metric, the MP shall measure a link quality value that is relevant to the path selection metric.  For example, 7.3.2.56 describes a Local Link State Announcement element comprised of a transmit bit rate and a frame error rate. 

11A.2.1 Airtime link metric computation procedures

In order to compute the forwarding table for individually addressed frames from the cached link state information generated by each MP, the MP shall first calculate the link cost for each pairwise link in the Mesh.  

The cost function for establishment of the radio-aware paths is based on airtime cost. Airtime cost reflects the amount of channel resources consumed by transmitting the frame over a particular link. This measure is approximate and designed for ease of implementation and interoperability. 

The airtime cost for each link is calculated as:
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Where Oca, Op and Bt are constants listed in  Table s23, and the input parameters r and ef are the bit rate in Mb/s and the frame error rate for the test frame size Bt respectively. The rate r represents the rate at which the MP would transmit a frame of standard size (Bt) based on current conditions and its estimation is dependent on local implementation of rate adaptation; the frame error rate ef is the probability that when a frame of standard size (Bt) is transmitted at the current transmission bit rate (r), the frame is corrupted due to transmission error, and its estimation is a local implementation choice. Frame drops due to exceeding TTL should not be included in this estimate as they are not correlated with link performance.  The parameters r and ef are determined during the Local Link State Discovery phase, described in  11A.5.1.

 Figure s98 shows an example topology with airtime path metric.

	· Airtime cost constants

	Parameter
	Value (802.11a)
	Value (802.11b)
	Description

	Oca
	75s
	335s
	Channel access overhead

	Op
	110s
	364s
	Protocol overhead

	Bt
	8224
	8224
	Number of bits in test frame


[image: image4.wmf]
· Example cost function for individually addressed frames based on airtime link metrics

11A.2.2 Local link state discovery

The purpose of the local link state discovery procedure is to populate the r and ef fields used by the default airtime metric for each peer MP in the neighbor table.  

By definition, a peer link is considered unavailable when there is no value assigned to the r and ef  fields. As soon as an initial local link state discovery is completed, and the values are assigned, the link is considered available and remains so until a peer link close event. Since all such links created during initialization are unavailable, the state transitions from link unavailable to link available on completion of each link discovery.

The procedures for local link state discovery and maintenance are described in  11A.5.2.

As soon as the first peer link is in the available state, the MP may start to receive frames attempting to establish paths. 

11A2.3 Local link state maintenance procedures

If it is necessary for the measured link state to be symmetric, the following procedure may be followed.

The peer MP with the larger MAC address determines the link quality.  It may use any method it chooses.  The link quality is determined by the following two parameters:

r
current bit rate in use, that is, the modulation mode

ef
frame error rate at the current bit rate for a data frame with a 1000-byte payload

An MP may make this determination for a link in the unavailable state and at future intervals at its option. On making such a determination, it may include the information in a local link state announcement frame and transmit it to the peer MP. On successful transmission of the frame, it may update the values in its neighbor MP table with the new values, changing the state from unavailable to available if this is an initial assessment.

An MP shall update the values in its neighbor MP table whenever a local link state announcement message is received.

11A.3 Mesh Network Channel Selection

11A.3.1 General

An MP PHY shall select a channel in a controlled way such that it enables the formation of a mesh network that coalesces to a unified channel for communication.  The MP PHY shall establish links with neighbors that match the Mesh ID and Mesh Profile and select its channel based on the highest channel precedence value.

· Simple channel unification protocol

A separate instance of the simple channel unification protocol shall be used for each MAC+PHY.

An MP PHY shall periodically perform passive or active scanning to discover neighboring MPs.  If an MP is unable to detect neighbor MPs, it may adopt a Mesh ID from one of its profiles, select a channel for operation, and select an initial channel precedence value. The initial channel precedence value shall be initialized to a random value. The random value is a 31 bit number. The random value shall be selected in a manner that minimizes the probability of MPs generating the same number, even when those MPs are subjected to the same initial conditions. It is important that designers recognize the need for statistical independence among the random number streams among MPs.

In the event that an MP’s PHY discovers a disjoint mesh, that is, the list of candidate peer MPs spans more than one channel, the MP shall select the channel that is indicated by the candidate peer MP that has the numerically highest channel precedence indicator (or the smallest MAC address in case multiple peer MPs report the same numerically highest channel precedence indicator) to be the unification channel.  

If the identified unification channel is different from the current operating channel of the MP PHY, the MP shall execute the channel graph switch protocol described in  11A.1.7.3.

· Channel graph switch protocol

This subclause describes the procedure used for an MP to initiate switching of a unified channel graph to a new channel, with a new channel precedence indicator.  Due to the possibility of more than one MP of a unified channel graph executing the channel graph switch protocol concurrently, this protocol includes a mechanism to resolve such possible conflicts by introducing a Mesh Channel Switch wait timer that assures adequate time for the decision process of this protocol. 

An MP that determines the need to switch the channel of its UCG shall transmit a Mesh Channel Switch Announcement to announce this intent. The MP first chooses a Mesh Channel Switch wait time in the range from 0 to 255, representing the time (in TUs) until the MP switches to the new channel. The MP sets a local timer with this wait time and then sends a Mesh Channel Switch Announcement frame to each peer MP to which a mesh link has been established in the unified channel graph, copying the value of the new candidate channel and new candidate channel precedence indicator and setting the Channel Switch Count field value to the chosen wait time.

If an MP receives a Mesh Channel Switch Announcement with a channel precedence value larger than the current channel precedence value of the PHY on which the frame was received, the MP shall set a Mesh Channel Switch wait timer equal to the channel switch count value of the frame and then sends a Mesh Channel Switch Announcement frame to each peer MP to which a mesh link has been established on the PHY, copying the values from the received Mesh Channel Switch Announcement.  

It is possible that more than one MP in the unified channel graph may independently detect the need to switch channels and send separate Mesh Channel Switch Announcements. If an MP receives more than one Mesh Channel Switch Announcement, it only acts upon the frame if the channel precedence value is larger than the channel precedence value of a previously received Mesh Channel Switch Announcement frame.  In case a newly received Mesh Channel Switch Announcement frame has the same channel precedence value as a previously received frame, the new frame is acted upon only if the source address is smaller than the source address from the previously received frame.  If the MP acts upon the newly received Mesh Channel Switch Announcement frame, it updates its candidate channel and candidate channel precedence indicator, sets its Mesh Channel Switch wait timer to the channel switch count value of the frame and then sends a Mesh Channel Switch Announcement frame to each peer MP to which a mesh link has been established on the PHY, copying the values from the received Mesh Channel Switch Announcement frame.

If a Mesh Channel Switch wait timer has been set on an MP, the MP shall not originate a new Mesh Channel Switch Announcement frame during the duration of the Mesh Channel Switch wait timer.  When the Mesh Channel Switch wait timer expires on an MP the MP switches its PHY to the candidate channel and updates its channel precedence indicator to the candidate channel precedence indicator.

· Mesh Link Security Clause moved from 8.8 to 11A.2 per CID 2924 (with exception of 8.8.2)

11A.4 Mesh Discovery
· Use of the Mesh Identifier
Mesh peer link management require that MPs have sufficient information about themselves and potential neighbors.  

The Mesh ID is used as a shorthand for a group of MPs that may form a mesh network. A matching Mesh ID is a necessary condition for the establishment of mesh peer links, along with other required conditions described in  11A.1.4.  The Mesh ID may be installed in mesh capable devices by a variety of means which are beyond the scope of this standard. In the simplest case, the Mesh ID is set by the user, e.g., “Mike’s Mesh”.

NOTE--The Mesh ID is similar in purpose to an SSID, which is used to allow simple STAs to identify candidate APs with which to associate. SSIDs are used in STA implementations for AP discovery, thus to enable MP-to-MP discovery in a mesh while avoiding confusing non-mesh STAs, a new mesh-specific identifier is specified rather than reusing the existing overloaded SSID identifier.  To avoid having STAs send association requests to non-MAP MPs, a valid SSID should not be included in Beacon frames sent by non-MAP MPs.  To avoid compatibility issues, rather than removing the SSID information element from MP (non-MAP) Beacon frames, the wildcard value is used.

· Profiles for Interoperability
An MP shall support at least one profile. A profile consists of:

· A Mesh ID

· A path selection protocol identifier

3. A path selection metric identifier

The path selection protocol and path selection metrics in use may be different for different profiles.

· Candidate peer MP discovery

The purpose of this procedure is to discover candidate peer MPs and their properties, covering cases both before and after an MP is a member of a mesh network.

A configured MP, by definition, has at least one active mesh profile.

An MP performs passive or active scanning to discover neighbor MPs. In case of passive scanning, an MP shall be considered a neighbor MP if and only if all of the following conditions are met (a similar mechanism with probe response can be used for active scanning):

· A beacon is received from that MP.

· The received beacon contains a Mesh ID that matches the Mesh ID of the MP’s active profile or that matches the Mesh ID of at least one of the MP’s profiles if the MP is not currently a member of a mesh.
4. The received beacon contains a Mesh capability element (see 7.3.2.53) that contains

· A supported version number

· A path selection protocol identifier and metric identifier matching the MP’s active profile or matching at least one of the MP’s profiles if the MP is not currently a member of a mesh.

A neighbor MP shall also be considered a candidate peer if and only if, in addition:

· The beacon contains an Mesh capability element (see 7.3.2.53) that contains a nonzero peer capacity value

The MP attempts to discover all neighbor and candidate peer MPs, and maintains the neighbor MP information (see T.8.1) indicating the MAC address of each MP, the most recently observed link state parameters, the received channel number and state. 

If an MP is unable to detect neighbor MPs, it may adopt a Mesh ID from one of its profiles, and proceed to the active state.  This may occur, for example, when the MP is the first MP to power on (or multiple MPs power on simultaneously). Peer MP links are established later as part of the continuous mesh peer link management procedures.
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