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This document provides update to normative text of peer link management protocol that (if adopted) resolves 106 LB93 comments and partially resolves 5 LB93 comments on peer link management protocol.

The updated text makes change of the name of the protocol to Peer Link Management protocol. The purpose is to have a name that reflects the true functionality of the protocol. This protocol manages the peer link during its entire life cycle. 

Besides the naming, there are a number of changes made to resolve comments on the following major areas.

1. Finite State Machine

CIDs 1148, 1647, 3624, 3837, 3975, 3976, 4339, 4346, 4347, 4348, 4351, 4353, 4356, 4359, 4360, 4361, 3839, 4216, 4217, 4354, 4363
The major changes to FSM include the following:

1. Add more events to avoid confusion in “condititional” state transition 

2. Change numeric representation to abbreviations

3. Add a diagram of the finite state machine.

4. Updated timer model

5. Add a backoff algorithm

6. Clean up the text on the usage of MLME primitives, reason codes, and status codes during the state transitions. 

There are a number of rejected comments regarding the need for peer link IDs and need for 4-message exchanges. Please see doc:11-07/237r0 for design rationale of these necessary features.

2. Link IDs

This document updates the requirements of link IDs and updates the format definition accordingly (CIDs 12, 1183, 1184, 1185, 1811, 1952, 3835, 4979, 1594, 2427)

3. Reason Codes

This document clearly defines reason codes for the operation of peer link management protocol (CIDs 203, 1147, 1638, 1811, 2452, 2672, 5301, 5302, 5303, 5304, 5305, 5309, 5312, 5313, 5314, 5315, 5319, 5641)

4. Interface

This document updates the definition of MLME primitives and the text of primitive usage (CIDs 1146, 1209, 2193, 2428, 3980, 4321, 4748, 5264, 5265, 5266, 5267, 5268, 5269, 5272, 5273, 5274, 5275, 5277, 5278, 5279, 5280, 5281, 5282, 5283, 5284, 5286, 5287, 5288, 5292, 5293, 5295, 5296, 5297, 5299, 5300, 5306, 5307, 5308, 5311, 5310, 5311, 5316, 5317, 5318).

5. Configuration Parameters

This document adds the definition of configuration parameters that are used to classify peer link management messages (CIDs 3981, 4355, 4362).

6. Frame format

CID: 2325. Merge the information elements for peer link management

7. Other Misc Issues

In addition, the updated normative text resolves other comments on misc issues (
CIDs 3560, 4325, 3623, 4783, 5656, 4805, 1210, 2191, 3833).

This document also resolve comments 141, 4801, 4802, 4804, and 1959 partially
· The comments that are not resolved by this document (14)
· Peer Link Manage message format: 1542, 1671, 1951, 2192, 2234, 4136.

· Connectionless issue: 418, 465

· Mesh management frame protection: 481
· Peer Capacity: 5260, 1302

· Operational overview: 576, , 4350

· Mesh broadcast traffic protection: 590
In summary, this document resolve 106 comments, partially resolve 5 comments. There are 14 comments not addressed by this document, mainly because either they depend on the comment resolution of general comments, or deserve further discussion.

Proposed text

7.3.1.7 Reason Code field

Add the following content to table 22 as shown, re-numbering as necessary:

Table 22—Reason codes
	Reason code
	Meaning

	46—65 535
	Reserved

	46
	“MESH-LINK-CANCELLED”. IEEE 802.11 SME cancels the link instance with the reason other than reaching the maximum number of neighbors

	47
	“MESH-MAX-NEIGHBORS”. The Mesh Point has reached the supported maximum number of neighbors 

	48
	“MESH-CAPABILITY-POLICY-VIOLATION”. The received information violates the Mesh Capability policy configured in the Mesh Point profile

	49
	“MESH-CLOSE-RCVD”. The Mesh Point has received a Peer Link Close message requesting to close the peer link.

	50
	“MESH-MAX-RETRIES”. The Mesh Point has re-sent dot11MeshMaxRetries Peer Link Open messages, without receiving a Peer Link Confirm message.

	51
	“MESH-CONFIRM-TIMEOUT”. The confirmTimer for the mesh peer link instance times out.

	52—65 535
	Reserved


7.3.1.9 Status Code field

Add the following content to table 23 as shown, re-numbering as needed:

Table 23—Status codes
	Reason code
	Meaning

	52—65 535
	Reserved

	53
	“MESH-LINK-ESTABLISHED”. The mesh peer link has been successfully established

	54
	“MESH-LINK-CLOSED”.  The mesh peer link has been closed completely

	55—65 535
	Reserved


7.2.3.3 Disassociation Request frame format

Replace “Peer Link Close IE” row of Table 9 with the following as shown:

Table 9: Disassociation Request frame format

	Order
	Information
	Notes

	3
	Peer Link Management element
	The Peer Link Management element shall be present only when dot11WLANMeshService is true. The subtype of Peer Link Management element is set to 0.


7.2.3.4 Association Request frame format

Replace “Peer Link Open IE” row of Table 10 with the following as shown:

Table 10: Association Request frame format

	Order
	Information
	Notes

	14
	Peer Link Management element
	The Peer Link Management element shall be present only when dot11WLANMeshService is true. The subtype of Peer Link Management element is set to 1.


7.2.3.5 Association Response frame format

Replace “Peer Link Confirm IE” row of Table 11 with the following as shown:

Table 11: Association Response frame format

	Order
	Information
	Notes

	11
	Peer Link Management element
	The Peer Link Management element shall be present only when dot11WLANMeshService is true. The subtype of Peer Link Management element is set to 2.


Replace clause 7.3.2.46 with the following text, delete clause 7.3.2.47 and 7.3.2.48, and re-number subclauses where needed:

7.3.2.46 Peer Link Management element
The Peer Link Management element is transmitted by a MP to management peer link with a peer MP.  The format of the Peer Link Management element is shown in Figure s1.

	
	Element ID
	Subtype
	Length
	Local Link ID
	Peer Link ID
	Reason Code

	Octets:                      
	1
	1
	1
	2
	2
	2


Figure s1- Peer Link Management element

The value of Element ID is TBD.

The Subtype field specifies the type of the Peer Link Management element. There are three subtypes: Peer Link Close (0), Peer Link Open (1), and Peer Link Confirm (2). The value 3—28-1 are reserved. 

The Peer Link Management element with subtype 0 is referred to as Peer Link Close element. The Peer Link Management element with subtype 1 is referred to as Peer Link Open element. The Peer Link Management element with subtype 2 is referred to as Peer Link Confirm element.

The value of Length varies depending on the subtype of the Peer Link Management element. The Length is 6 for Peer Link Close, 2 for Peer Link Open, and 4 for Peer Link Confirm.

The Local Link ID is the integer generated by the MP to identify the link instance. This field is present for all three types of Peer Link Management elements

The Peer Link ID is the integer generated by the peer MP to identify the link instance. This field shall not be present for Peer Link Open type, shall be present for Peer Link Confirm type, and may be present for Peer Link Close message.

The Reason Code field enumerates reasons for sending Peer Link Close type. It shall be present for Peer Link Close type and shall not be present for Peer Link Open or Peer Link Confirm type. This field enumerates the following reasons: 

· MESH-LINK-CANCELLED: IEEE 802.11 SME cancels the link instance.

· MESH-MAX-NEIGHBORS: The limit of maximum of neighbors is reached.

· MESH-CAPABILITY-POLICY-VIOLATION: The received request violates the MP’s mesh capability.

· MESH-CLOSE-RCVD: The MP has received a correct Peer Link Close message (according to criteria defined in 11A.1.5.2.1).

· MESH-MAX-RETRIES: The limit of dot11WLANMeshMaxRetries is reached.

· MESH-CONFIRM-TIMEOUT: The confirmTimer times out. 

Add the following text at the end of the first paragraph of Clause 8.2:

Open System Authentication and De-authentication shall not be used between MPs.
10. Layer management
a. Overview of management model

b. Generic management primitives

10.3 MLME SAP interface

i. Power management

ii. Scan

iii. Synchronization

iv. Authenticate

v. Deauthenticate

vi. Associate

vii. Reassociate

viii. Disassociate

ix. Reset

x. Start

xi. Spectrum management protocol layer model

xii. Measurement request

xiii. Channel measurement

xiv. Measurement report

xv. Channel switch

xvi. TPC request

xvii. SetKeys

xviii. DeleteKeys

xix. MIC failure event

xx. EAPOL

xxi. MLME-STAKEYESTABLISHED

xxii. MLME-PeerKeySTART

xxiii. SetProtection

xxiv. MLME-PROTECTEDFRAMEDROPPED

xxv. TS management interface

xxvi. Management of direct links

xxvii. Higher layer synchronization support

xxviii. Block Ack

xxix. Schedule element management

Replace Clause 10.3.30 with the following text:
10.3.30 PassivePeerLinkOpen

The following primitives describe how a mesh entity passively starts a peer link establishment process. 

10.3.30.1 MLME-PassivePeerLinkOpen.request

10.3.30.1.1 Function

This primitive requests that the mesh entity start the link establishment protocol passively.

10.3.30.1.2 Semantics of the service primitive

The primitive parameters are as follows:

MLME-PassivePeerLinkOpen.request(


             localLinkID
)
	Name
	Type
	Valid range
	Description

	localLinkID
	Integer
	1—216-1
	Specifies the integer generated by the IEEE 802.11 SME in the effort of identifying the link instance about to be established with a neighboring mesh entity. 


10.3.30.1.2 When generated

This primitive is generated when the mesh entity wishes to establish a link with a neighbor mesh entity, but does not specify a particular neighbor.

10.3.30.1.3 Effect of receipt

This primitive initiates a mesh link instance and corresponding finite state machine. The MLME subsequently issues an MLME-PassivePeerLinkOpen.confirm that reflects the results.

10.3.30.2 MLME-PassivePeerLinkOpen.confirm

10.3.30.2.1 Function

This primitive reports the results of a passive open attempt.

10.3.30.2.2 Semantics of the service primitive

The primitive parameters are as follows:

MLME-PassivePeerLinkOpen.confirm(



             localLinkID
)
	Name
	Type
	Valid range
	Description

	localLinkID
	Integer
	1—216-1
	Specifies the integer identifying the link instance about to be established with a neighboring mesh entity. 


10.3.30.2.2 When generated

This primitive is generated as a result of an MLME-PassivePeerLinkOpen.request.

10.3.30.2.2 Effect of receipt

The SME is notified of the results of the passive open procedure.

10.3.31 ActivePeerLinkOpen

Replace Clause 10.3.31 with the following text:
The following primitives describe how a mesh entity actively starts a peer link management procedure with a specified peer MAC entity that is within a mesh entity. 

10.3.31.1 MLME-ActivePeerLinkOpen.request

10.3.31.1.1 Function

This primitive requests that the mesh entity start peer link management procedure actively with a specified peer MAC entity that is within a mesh entity.

10.3.31.1.2 Semantics of the service primitive

The primitive parameters are as follows:

MLME-ActivePeerLinkOpen.request(

peerMAC,

localLinkID
)

	Name
	Type
	Valid range
	Description

	peerMAC
	MACAddress
	Any valid individual MAC address
	Specifies the address of the peer MAC entity with which to perform the peer link management procedure.

	localLinkID
	Integer
	1—216-1
	Specifies the integer generated by the IEEE 802.11 SME in the effort of identifying the link instance about to be established with a neighboring mesh entity. 


Additional parameters needed to perform active open procedure are not included in the primitive parameter list since the MLME already has that data (maintained as internal state).

10.3.31.1.2 When generated

This primitive is generated when the mesh entity wishes to establish a link with a neighbor mesh entity.

10.3.31.1.3 Effect of receipt

This primitive initiates a peer link management procedure. The Peer Link Open message is sent out. The MLME subsequently issues an MLME-ActivePeerLinkOpen.confirm that reflects the results.

10.3.31.2 MLME-ActivePeerLinkOpen.confirm

10.3.31.2.1 Function

This primitive reports the results of an active peer link open attempt.

10.3.31.2.2 Semantics of the service primitive

The primitive parameters are as follows:

MLME-ActivePeerLinkOpen.confirm(



       PeerMAC,

localLinkID

)

	Name
	Type
	Valid range
	Description

	PeerMAC
	MACAddress
	Any valid individual MAC address
	Specifies the address of the peer MAC entity with which to perform the link establishment process.

	localLinkID
	Integer
	1—216-1
	Specifies the integer identifying the link instance about to be established with a neighbor mesh entity. 


10.3.31.2.2 When generated

This primitive is generated as a result of an MLME-ActivePeerLinkOpen.request.

10.3.31.2.2 Effect of receipt

The SME is notified of the results of the active peer link open procedure.

10.3.32 SignalPeerLinkStatus

Replace Clause 10.3.32 with the following text:

The following primitives report the link status to the mesh entity as the result of peer link management,.

10.3.32.1 MLME-SignalPeerLinkStatus.indication

10.3.32.1.1 Function

This primitive indicates that the mesh entity has finishes the link management procedure with a specified peer mesh entity and reports the status of the link. 

10.3.32.1.2 Semantics of the service primitive

The primitive parameters are as follows:

MLME-SignalPeerLinkStatus.indication(

localLinkID,

StatusCode
)

	Name
	Type
	Valid range
	Description

	localLinkID
	Integer
	1—216-1
	Specifies the integer generated by the local mesh entity to identify this link instance 

	StatusCode
	Enumeration
	MESH-LINK-ESTABLISHED,

MESH-LINK-CLOSED
	Indicates the result of the peer link establishment procedure


10.3.32.1.2 When generated

This primitive is generated when the mesh entity finishes the peer link management procedure, either when the peer link is established, or when it is closed..

10.3.32.1.3 Effect of receipt

This primitive enables the mesh entity to handle the link instance status.
10.3.33 CancelPeerLink

Replace Clause 10.3.33 with the following text:
This mechanism supports the process of cancelling the link instance with a specified peer mesh entity.

10.3.33.1 MLME-CancelPeerLink.request

10.3.33.1.1 Function

This primitive requests the link instance.

10.3.33.1.2 Semantics of the service primitive

The primitive parameters are as follows:

MLME-CancelPeerLink.request(

localLinkID,

ReasonCode
)

	Name
	Type
	Valid range
	Description

	localLinkID
	Integer
	1—216-1
	Specifies the integer generated by the local mesh entity to identify this link instance. 

	ReasonCode
	Enumeration
	MESH-MAX-NEIGHBORS
	Reason that the link instance is cancelled


10.3.33.1.2 When generated

This primitive is generated by the SME to cancel a link instance.

10.3.33.1.2 Effect of receipt

This primitive sets the mesh entity to get ready to close the peer link with the specified peer mesh entity. The MLME subsequently issues a MLME-CancelPeerLink.confirm to reflect the results.

10.3.33.1 MLME-CancelPeerLink.confirm

10.3.33.1.1 Function

This primitive reports the result of cancel link request.

10.3.33.1.2 Semantics of the service primitive

The primitive parameters are as follows:

MLME-CancelPeerLink.confirm(

localLinkID,

ResultCode
)

	Name
	Type
	Valid range
	Description

	localLinkID
	Integer
	1—216-1
	Specifies the integer generated by the local mesh entity to identify this link instance. 

	Result codes
	Enumeration
	SUCCESS

FAILURE-NOT-FOUND
	Indicate the result of cancel link request. The result is either success or the failure when the link instance is not found.


10.3.33.1.2 When generated

This primitive is generated by the MLME as the result of an MLME-CancelPeerLink.request.

10.3.33.1.2 Effect of receipt

The SME is notified of the result of the cancel link procedure.
11A.1.5 Mesh Peer Link Management

Replace Clause 11A.1.5 with the following text:

11A.1.5.1 Overview

The Mesh Peer Link Management protocol is used to establish and close peer links between MPs. 11A.1.5.3 specifies the protocol details. The following summarizes the protocol operations.

MPs shall not transmit data frames or management frames other than the ones used for discovery and peer link management until the peer link has been established. 

An MP shall be able to establish at least one mesh link with a peer MP, and may be able to establish many such links simultaneously, if the maximum number of peer MPs is not reached. The procedure of choosing a candidate peer MP from a set of neighbor MPs to establish a mesh link is specified in 11A.1.4.

The MP management peer links using link instances. A link instance is a logical entity that the MP uses to handle a peer link or an attempt of establishing a peer link. Its behavior is governed by a peer link management finite state machine defined in 11A.1.5.3.

The MP shall identify a link instance with the peer MP. The link instance identifier is defined as <localMAC, peerMAC, localLinkID, peerLinkID>. localMAC is the MAC address of the MP. peerMAC is the MAC address of the peer MP or the candidate peer MP. localLinkID is an integer generated by the MP. peerLinkID is an integer generated by the peer MP or the candidate peer MP. The localLinkID shall be unique among all link identifiers used by the MP for its current mesh link instances. The MP selects the localLinkID to provide high assurance that the same number has not been used to identify a recent link instance. The peerLinkID shall be supplied by the peer or MP in Peer Link Open and Confirm messages. The link identifiers are transmitted via peer link management messages.

The MP shall keep information of link instance identifier and the respective policy as the link state of the link instance. The actual method of handling the link state is out of the scope this specification.
The MP shall start the peer link management protocol in either of the following two cases. In case one, the IEEE 802.11 SME instructs the MP to passively listen to incoming requests from candidate peer MPs. The SME issues the MLME-PassivePeerLinkOpen.request(localLinkID) primitive to create a finite state machine to handle peer link establishment attempts initiated by other MPs. The MP shall issue the MLME-PassivePeerLinkOpen.confirm(localLinkID) primitive to inform the completion of creating the finite state machine. The localLinkID identifies the link instance. 

The SME issues a MLME-ActivePeerLinkOpen.request(peerMAC, localLinkID) primitive to create an instance of a finite state machine establishing a link with the candidate peer MP whose MAC address is peerMAC. The MP shall issue the MLME-ActivePeerLinkOpen.confirm(peerMAC, localLinkID) primitive to inform the completion of creating the finite state machine.

A link instance ends when the peer link is closed. The link close can be caused by either an internal event or an external event. The actual specification of the internal events is out of the scope of this specification. 

The IEEE 802.11 SME can close the link instance identified by the instance identifier localLinkID by issuing the MLME-CancelPeerLink.request(localLinkID, ReasonCode) primitive. The MP shall issue MLME-CancelPeerLink.confirm(localLinkID, ResultCode) to inform the SME the completion of closing the link. Upon closing the link completely, the MP shall issue the MLME-SignalPeerLinkStatus.indication(localLinkID, statusCode) primitive to report the result of the close. 

Receiving of a correct Peer Link Close message or a failure of processing the incoming peer link management message shall close the link instance. Such events are external events. 

11A.1.5.3 specifies the behavioral details of closing a link instance.

The MP uses the peer link management messages to manage a link instance. 

The Association Request frame with a Peer Link Open element is referred to as Peer Link Open message. The Association Response frame with a Peer Link Confirm element is referred to as Peer Link Confirm message. The Disassociation Request frame with Peer Link Close element is referred to as Peer Link Close message.

A Peer Link Open message requests that a mesh link instance be established between the Peer Link Open sender and the receiver. The MP shall send a Peer Link Confirm message in response to the Peer Link Open message if the link instance proceeds with the protocol. The Peer Link Close message is used to inform the receiver to close the mesh peer link. The protocol succeeds in establishing a mesh link when the following requirements are satisfied: 1) both MPs have sent and received (and correctly processed) a Peer Link Open message regarding this mesh link; 2) both MPs have sent and received (and correctly processed) a corresponding Peer Link Confirm message regarding this mesh link. 

The protocol has a retry mechanism. The retryTimer controls the maximum time the link instance waits for a Peer Link Confirm message responding to any Peer Link Open message the link instance has sent. The MP sets the retryTimer when it sends a Peer Link Open message. If the MP does not receive a corresponding Peer Link Confirm message before the retryTimer expires, the link instance shall retry the request by sending the same Peer Link Open message. The MP shall clear the retryTimer when it receives a corresponding Peer Link Confirm message or when the link instance is closed. If the MP does not receive a Peer Link Confirm message after re-sending the Peer Link Open message for dot11WLANMESHMaxRetries times, the MP shall abort the attempt to establish a peer link instance with the candidate peer MP. The retryCounter is a variable in link state that keeps record of the number of Peer Link Open messages been re-sent for the link instance. It is initiated to zero when the first Peer Link Open message is sent out for the link instance.

The protocol defines a confirmTimer to bound the time that the MP waits for a Peer Link Open message after receiving a Peer Link Confirm message. The MP sets the confirmTimer when the Peer Link Confirm message is received but the corresponding Peer Link Open message has not. If the Peer Link Open message is not received when confirmTimer expires, the MP shall abort the attempt to establish a peer link with the candidate peer MP and send a Peer Link Close message to close the link instance.
The protocol shall set the holdingTimer when the MP sends the first Peer Link Close message for the link instance; this timer provides a grace period that prevents deadlock or livelock. Before the holdingTimer expires, the link instance shall respond to the incoming Peer Link Open messages associated with the link instance by sending the Peer Link Close message. When the holdingTimer expires, the MP shall terminate the link instance completely and issue MLME-SignalPeerLinkStatus.indication(localLinkID, MESH-LINK-CLOSED) primitive to inform the IEEE 802.11 SME the result of the close. 

11A.1.5.2 Processing Peer Link Management Messages

11A.1.5.2.1 Overview

The MP shall classify the incoming peer link management messages to decide either to accept, reject, or silently ignore the message. If the message contains a broadcast/multicast address in TA, it shall be silently ignored. The result of message process shall trigger an event accordingly (see 11A.1.5.3.2). The mechanism that so classifies messages is outside the scope of this standard. 

The MP shall verify the link instance identifier in a peer link management message determining whether the identifier identifies a known link instance, fails to match any instance, or is incomplete. The rules for verifying instance identifier are message specific; see 11A.1.5.2.2, 11A.1.5.2.3, and 11A.1.5.2.4.

The MP shall also verify the configuration parameters, if present, conveyed in the Open and Confirm messages. The Mesh Capability and Active Profile Announcement information elements supply the configuration parameters. If either is present in the Confirm, the MP shall verify that the parameters reported by the Candidate peer MP match those the MP has agreed to use for this link instance. In particular, the MP shall verify the following fields or subfields. This verification is needed to satisfy the consistency property, i.e., to guarantee that MPs agree on the configuration before establishing a mesh link.

a) Fields in Mesh Capability element

1) Active Protocol ID field

2) Active Metric ID field

3) Peer Capacity field, including the following subfields

i) “Operating as MP”

4) Power Save capability, including the following subfields

i) Supporting Power Save Mode

ii) Require Power Save Mode from Peer

5) Synchronization Capability element

i) Supporting Synchronization

6) MDA Capability

i) MDA Active Request in Mesh

b) Active Profile Announcement

1) Active Protocol ID

2) Active Metric ID

MPs shall verify that the same Path Selection Protocol (identified by Active Protocol ID) and the same Path Selection Metric (identified by Active Metric ID) are used.

MPs shall verify that the same parameters defined in peer capability subfield are used.
The MP shall verify that it supports power save services when the candidate peer MP sets “Require Power Save Mode from Peer” subfield to 1.

The MP shall verify that it supports synchronization services when the candidate peer MP sets “Require Synchronization from Peer” subfield to 1.

The MP shall verify that it supports MDA services when the candidate peer MP sets “MDA Active Request in Mesh”.

The MP shall ignore all security related parameters if the RSN information element is not present.
11A.1.5.2.2 Process Peer Link Close messages

The CLS_IGNR event shall be triggered if the Peer Link Close message contains a mismatched instance identifier or an incomplete instance identifier. 

A received instance identifier is a mismatch if:

· the locally recorded peerLinkID exists and it does not match the value in the Local Link ID field in the message, or

· the message carries a non-zero value in the Peer Link ID field of the message, but the value does not match the local record of localLinkID. 
The received instance identifier is incomplete if the value of the Peer Link ID field is zero.

In other cases, the CLS_ACPT event shall be triggered.

11A.1.5.2.3 Process Peer Link Open messages
The OPN_RJCT event shall be triggered if the Peer Link Open message contains an unacceptable or erroneous configuration parameter (see 11A.1.5.2.1) or the value of a configuration parameter (see 11A.1.5.2.1) is not the same as the value in either a Peer Link Open message or a Peer Link Confirm message received earlier when establishing the link instance. 

The OPN_IGNR event shall be triggered if the Peer Link Open message contains a mismatched instance identifier. 

If the MP has local information of peerLinkID and the value does not match the value in the Local Link ID field of the Peer Link Open message, the instance identifier is a mismatch. 

In other cases, the OPN_ACPT event shall be triggered. The link state is updated to include the link instance identifier and other information from Mesh Capability element. 

11A.1.5.2.4 Process Peer Link Confirm messages

The CNF_RJCT event shall be triggered if the Peer Link Confirm message contains an unacceptable or erroneous configuration parameter (see 11A.1.5.2.1) or the value of a configuration parameter (see 11A.1.5.2.1) is not the same as the value from a message (either a Peer Link Open message or a Peer Link Confirm message) received earlier during the link instance establishment attempt.

The CNF_IGNR event shall be triggered if the Peer Link Confirm message contains a mismatched instance identifier.

The instance identifier in the message is a mismatch if:

· the value in the Peer Link ID field of the message does not match the local state of localLinkID. 

· the value in the Local Link ID field of the message does not match the local state of peerLinkID, excluding the case that the peerLinkID value is unknown.

In other cases, the CNF_ACPT event shall be triggered. The link state is updated to include the link instance identifier and other information from mesh Capability element. 

11A.1.5.3 Finite State Machine
11A.1.5.3.1 States

IDLE – In the IDLE state, the finite state machine only responses to events generated by IEEE 802.11 SME (see 11A.1.5.3.2). Other types of events are silently ignored. IDLE state is a terminal state. The IDLE state is for explanatory purpose, which enables complete specification of the finite state machine to avoid deadlock and livelock. It is not mandatory to implement the IDLE state.
LISTEN – In the LISTEN state, the finite state machine is passively listening for an incoming Peer Link Open message from a candidate peer MP.
OPN_SNT – In the OPEN_SENT state, the finite state machine has actively sent a Peer Link Open message and is waiting for the incoming Peer Link Open and Peer Link Confirm messages from the candidate peer MP.
CNF_RCVD – In the CNF_RCVD state, the finite state machine has received a Peer Link Confirm message, but has not received a Peer Link Open message; therefore the MP has not sent the corresponding Peer Link Confirm message. 

OPN_RCVD – In the OPEN_RCVD state, the finite state machine has received only the Peer Link Open message but not the Peer Link Confirm. The MP has also sent a Peer Link Confirm message upon receiving a Peer Link Open message.
ESTAB – In the ESTAB state, the finite state machine has received both the Peer Link Open and Peer Link Confirm messages. The MP has also sent both the Peer Link Open message and Peer Link Confirm message. The link is established and configured for exchanging frames with peer MPs in the ESTAB state.
HOLDING ( In the HOLDING state, the finite state machine is closing the link with the peer MP or the candidate peer MP. 

11A.1.5.3.2 Events and Actions

The finite state machine uses three types of events: events created by IEEE 802.11 SME, external events generated by message processing, and events associated internal timers.
IEEE 802.11 SME uses the following primitives to pass events to the finite state machine.
c) CNCL -- MLME-CancelPeerLink.request(localLinkID, ReasonCode) event is used to instruct the link instance to cancel the link with the peer MP. The link instance uses MLME-CancelPeerLink.confirm(localLinkID, ResultCode) primitive to return the result to IEEE 802.11 SME..
d) PASOPN -- MLME-PassivePeerLinkOpen.request event is used to instruct the link instance to passively listen to a peer link establishment message from a candidate peer MP. The link instance uses MLME-PassivePeerLinkOpen.confirm(localLinkID) to return the result to IEEE 802.11 SME.

e) ACTOPN -- MLME-ActivePeerLinkOpen.request(peerMAC) event is used to instruct the link instance to actively initiate the peer link establishment with the candidate peer MP whose MAC address is peerMAC. The link instance uses MLME-ActivePeerLinkOpen.confirm(peerMAC, localLinkID) primitive to return the result to IEEE 802.11 SME.

The events generated by message processing are

f) CLS_ACPT -- PeerLinkClose_Accept(peerMAC, localLinkID, peerLinkID, reasonCode) event indicates that a Peer Link Close message meeting the correctness criteria of 11A.1.5.2.2 has been received from peerMAC for the link instance identified by localLinkID and peerLinkID. The reasonCode specifies the reason that causes the generation of the Peer Link Close message. 

g) CLS_IGNR -- PeerLinkClose_Ignore(peerMAC, localLinkID, peerLinkID) event indicates that a Peer Link Close message with mis-matched link identifiers, as specified in 11A.1.5.2.2, has been received from peerMAC for the link instance identified by localLinkID and peerLinkID. .

h) OPN_ACPT -- PeerLinkOpen_Accept(peerMAC, peerLinkID, Capability) event indicates that a Peer Link Open message meeting the correctness criteria of 11A.1.5.2.3 has been received from peerMAC for the link instance identified by localLinkID and peerLinkID. The Capability is the set of information received in the Mesh Capability information element. 

i) OPN_IGNR -- PeerLinkOpen_Ignore(peerMAC, peerLinkID) event indicates that a Peer Link Open message with mismatched link identifiers, as specified in 11A.1.5.2.3, has been received from peerMAC for the link instance identified by locakLinkID and peerLinkID. .

j) OPN_RJCT -- PeerLinkOpen_Reject(peerMAC, peerLinkID, Capability, ReasonCode) event indicates that a Peer Link Open message with invalid an Capability field, as specified in 11A.1.5.2.3, has been received from peerMAC for the link instance identified by localLinkID and peerLinkID. The Capability is the set of information as received from Mesh Capability element. The ReasonCode is set to MESH-CAPABILITY-POLICY-VIOLATION. 

k) CNF_ACPT -- PeerLinkConfirm_Accept(peerMAC, localLinkID, peerLinkID, Capability) event indicates that a Peer Link Confirm message meeting the correctness criteria of 11A.1.5.2.4 has been received from peerMAC for the link instance identified by localLinkID and peerLinkID. The Capability is the set of information as received from Mesh Capability element. 

l) CNF_IGNR -- PeerLinkConfirm_Ignore(peerMAC, localLinkID, peerLinkID) event indicates that a Peer Link Confirm message with mis-matched link identifiers, as specified in 11A.1.5.2.4, has been received from peerMAC for the link instance identified by localLinkID and peerLinkID. 

m) CNF_RJCT -- PeerLinkConfirm_Reject(peerMAC, localLinkID, peerLinkID, Capability, ReasonCode) event indicates that a Peer Link Confirm message with an invalid Capability fields, as specified in 11A.1.5.2.4, has been received from peerMAC for the link instance identified by localLinkID and peerLinkID. The Capability is the set of information as received from Mesh Capability element. The ReasonCode is set to MESH-CAPABILITY-POLICY-VIOLATION. This event is denoted as. 
The internal events are:

n) Timeout(localLinkID, item). This event represents a timeout identified locally by item, for the link instance identified by localLinkID. 
Three types of timers are used by the finite state machine. 

The retryTimer triggers a re-send of the Peer Link Open message when a Peer Link Confirm message was not received as a response. 

TOR1 – This event refers to Timeout(lcoalLinkID, retryTimer) and the dot11WLANMESHMaxRetries has not been reached. The state machine shall resend the Peer Link Open message.

TOR2 – This event refers to Timeout(lcoalLinkID, retryTimer) and the dot11MESHMaxRetries has been reached. The link instance shall be closed when TOR2 occurs. 

TOC – The Timeout(localLinkID, confirmTimer) event. The confirmTimer aborts a link establishment attempt if a Peer Link Open message never arrives after receiving the Peer Link Confirm message. TOC event occurs, the link instance shall be closed. 

TOH event – The Timeout(localLinkID, holdingTimer) event. The holdingTimer allows a grace period for closing the link instance; it is necessary to avoid deadlocks and livelocks that arise due to interactions between link establishment and termination. When TOH occurs, the link instance shall be closed completely and the finite state machine shall transition to IDLE state. 

The finite state machine may take an action triggered by an event. It uses two types of actions: sending a peer link management message and handling a timer. 

sndOPN -- The sendOpen(peerMAC, localLinkID, Capability) is the action that the link instance takes to send a Peer Link Open message to the candidate peer MP, whose MAC address is peerMAC. The message shall carry localLinkID and the supported mesh capability, as specified as Capability. 

sndCNF -- The sendConfirm(peerMAC, localLinkID, peerLinkID, Capability) is the action that the link instance takes to send a Peer Link Confirm message to the candidate peer MP, whose MAC address is peerMAC. The message shall carry localLinkID, peerLinkID, and the supported mesh capability, as specified as Capability. 

sndCLS -- The sendClose(peerMAC, localLinkID, peerLinkID, reasonCode) is the action that the link instance takes to send a Peer Link Close message to the peer MP or candidate peer MP, whose MAC address is peerMAC. The message shall carry localLinkID and peerLinkID. If the peerLinkID is unknown, it shall be set to zero. The reasonCode shall specify the reason that the Peer Link Close is sent, whose value shall be set to a value between 46 to 51 as specified in Table 22. .

The actions on handling timers are setTimer(localLinkID, item, value) and clearTimer(localLinkID, item).

The setTimer(localLinkID, item, timeout) action sets the timeout value specified by timeout to the timer specified by item. This action only sets the timer for one time for the link instance identified by localLinkID. When the timeout time has passed, the timer expires and the event Timeout(localLinkID, item) is triggered, after which the timer is no longer in effect. 

The corresponding actions are denoted as setR, setC, setH, for timer retryTimer, confirmTimer, holdingTimer respectively.

Before setting the retryTimer, the finite state machine shall apply the default link open request backoff algorithm to compute the updated timeout value as the following:

timeout = return timeout + (getRandom mod timeout),

where getRandom routine generates a random value. The initial value of timeout shall be set to dot11MeshRetryTimeout. This function statistically increases the length of time for each Peer Link Open retry by 50%. The backoff was inserted into the design to recover from a “gold rush”, which could happen if several already-linked MPs simultaneously detected a new MP trying to enter the mesh network.

The clearTimer(localLinkID, item) action clears the timer item for the link instance identified by localLinkID. The corresponding actions are denoted as clR, clC, clH, for timer retryTimer, confirmTimer, holdingTimer respectively.

Note: The value of dot11MeshMaxRetries is under study. If zero is the appropriate value, the backoff algorithm is not need and will be removed. 

11A.1.5.3.2 State transitions

Table s10 and Figure s2 summarize the state transitions for the peer link management protocol. In Table s10, each row represents state transitions from the state to all other states. The blank entry means impossible transition. In Figure s2, each arrow represents a state transition. All other events not shown in Figure s1 indicates that no action causes the state transition.
The event/action representation is defined as the following. “E/A” string represents that the action A is taken given that the event E occurs. “E1, E2/A” string represents that the action A is taken given that the event E1 or event E2 occurs. “E/(A1, A2)” string represents that the action A1 and A2 are taken at a time when event E occurs. 

                                                   Table s10:  Peer Link Management Finite State Machine
	
	To State

	
	IDLE
	LISTEN
	OPN_SNT
	CNF_RCVD
	OPN_RCVD
	ESTAB
	HOLDING

	From State
	IDLE
	
	PASOPN/ --
	ACTOPN/ (sndOPN, setR)
	
	
	
	

	
	LISTEN
	CNCL / --
	
	ACTOPN/ (sndOPN, setR)
	
	OPN_ACPT/ (sndOPN, sndCNF, setR)
	
	

	
	OPN_SNT
	
	
	TOR1/ (sndOPN, setR)
	CNF_ACPT/ (clR, setC)
	OPN_ACPT/ (sndCNF)
	
	CLS_ACPT, OPN_RJCT, CNF_RJCT, TOR2, CNCL/ (sndCLS, clR, setH)

	
	CNF_RCVD
	
	
	
	CNF_ACPT / --
	
	OPN_ACPT / (clC, sndCNF)
	CLS_ACPT, OPN_RJCT, CNF_RJCT, CNCL/ (sndCLS, clC, setH)

TOC / (sndCLS, setH)

	
	OPN_RCVD
	
	
	
	
	TOR1 / (sndOPN, setR)
	CNF_ACPT / clR
	CLS_ACPT, OPN_RJCT, CNF_RJCT,TOR2, CNCL/ (sndCLS, clR, setH)

	
	ESTAB
	
	
	
	
	
	OPN_ACPT / sndCNF
	CLS_ACPT, OPN_RJCT, CNF_RJCT,CNCL/ (sndCLS, setH)

	
	HOLDING
	TOH, CLS_ACPT / --
	
	
	
	
	
	OPN_ACPT / sndCLS


Note that Table s10 and Figure s2 are used for illustration purpose. The protocol behavior is detailed as follows:
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Figure s2 Finite State Machine of Peer Link Management Protocol

· IDLE state

In the IDLE state the state machine shall not respond to incoming messages from a candidate peer MP. 

When PASOPN event occurs, the link instance shall record information in Capability, generate a new link identifier localLinkID, initiate the retryCounter to zero, and begin listening for a Link Open message. The link instance shall issue MLME-PassivePeerLinkOpen.confirm(localLinkID) to return the result to IEEE 802.11 SME. The finite state machine transitions to LISTEN state. 
When ACTOPN event occurs, The link instance shall encode the link information in the Mesh Capability element, generate a new link identifier localLinkID, initiate the retryCounter to zero, and send a Peer Link Open message to the candidate peer MP whose address is peerMAC.  The retryTimer is set according to retryTimeout. The MP uses MLME-ActivePeerLinkOpen.confirm(peerMAC, localLinkID) to return the result to IEEE 802.11 SME. The finite state machine transitions to OPEN_SENT state.

All other events shall be ignored in this state.

· LISTEN state

In the LISTEN state, the link instance waits for unsolicited Link Open messages. 

When a CNCL event occurs, the state machine transitions to IDLE state. The link instance shall use the MLME-SignalPeerLinkStatus.indication(localLinkID, MESH-LINK-CLOSED) primitive to report the result to the IEEE 802.11 SME. 
When an ACTOPN event occurs, the link instance shall send a Peer Link Open message to the candidate peer MP identified by peerMAC. The Peer Link Open message shall contain the localLinkID and Mesh Capability information. The retryTimer is set according to dot11MeshRetryTimeout. The finite state machine transitions to OPEN_SENT state.

When a CLS_ACPT event occurs, the finite state machine transitions to IDLE state. The link instance shall use the MLME-SignalPeerLinkStatus.indication(localLinkID, MESH-LINK-CLOSED) primitive to report the result to the IEEE 802.11 SME. 

When an OPN_ACPT event occurs, the link instance shall send the corresponding Peer Link Confirm message to respond to the Peer Link Open message. And it shall send a Peer Link Open message to request a Peer Link Confirm message from the candidate peer MP. The retryTimer is set according to dot11MeshRetryTimeout value. The finite state machine transitions to OPEN_RCVD state.

All other events shall be ignored in this state.

· OPEN_SENT state

In the OPEN_SENT state, the link instance waits for a Peer Link Confirm message. In this state, the retryTimer is set.
When a CNCL event occurs, the MP shall clear the retryTimer, send a Peer Link Close message with reason code MESH-LINK-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.
When a CLS_ACPT event occurs, the MP shall clear the retryTimer, send a Peer Link Close message with reason code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When an OPN_ACPT event occurs, the MP shall send the corresponding Peer Link Confirm message to respond to the incoming Peer Link Open message. The finite state machine transitions to OPN_RCVD state. Note that the retryTimer is still in effect after the state transition.

When an OPN_RJCT event occurs, the MP shall clear the retryTimer, send a Peer Link Close message with reason code specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a CNF_ACPT event occurs, the MP shall clear the retryTimer and shall set the confirmTimer according to the value of dot11MeshConfirmTimeout and the finite state machine transitions to CNF_RCVD state.

When a CNF_RJCT event occurs, the MP shall clear the retryTimer, send a Peer Link Close message with reason code specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.
When a TOR1 event occurs, the Peer Link Open message shall be resent and the retryCounter shall be incremented. The retryTimer shall be set according to the updated retryTimeout computed by the backoff algorithm. No state transition occurs.

When a TOR2 event occurs, the MP shall send a Peer Link Close message with reason code MESH-MAX-RETRIES. The holdingTimer shall be set according to the value of dot11MeshHoldingTimeout, and the finite state machine transitions to HOLDING state. 

All other events shall be ignored in this state.

· CNF_RCVD state

In the CNF_RCVD state, the link instance has received a Peer Link Confirm message and is waiting for a Peer Link Open message. 

When a CNCL event occurs, the MP shall clear the confirmTimer, send a Peer Link Close message with the reason code MESH-LINK-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.
When a CLS_ACPT event occurs, the MP shall clear the confirmTimer, send a Peer Link Close message with reason code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.
When an OPN_ACPT event occurs, the MP shall clear the confirmTimer and shall send the corresponding Peer Link Confirm message to respond to the incoming Peer Link Open message. The finite state machine transitions to ESTAB state. The link instance shall use the MLME-SignalPeerLinkStatus.indication(localLinkID, MESH-LINK-ESTABLISHED) primitive to report the result to the IEEE 802.11 SME. 

When an OPN_RJCT event occurs, the MP shall clear the confirmTimer, send a Peer Link Close message with reason code as specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a CNF_RJCT event occurs, the MP shall clear the confirmTimer, send a Peer Link Close message with reason code as sepecified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When TOC event occurs, the MP shall send a Peer Link Close message with reason code MESH-CONFIRM-TIMEOUT and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

All other events shall be ignored in this state.
· OPEN_RCVD state

In the OPEN_RCVD state, the link instance has received a Peer Link Open message and sent a Peer Link Open message and the corresponding Peer Link Confirm message. An incoming Peer Link Confirm is expected.

When a CNCL event occurs, the MP shall clear the retryTimer, send a Peer Link Close message with reason code MESH-LINK-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.
When a CLS_ACPT event occurs, the MP shall clear the retryTimer, send a Peer Link Close message, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When an OPN_ACPT event occurs, the MP shall resend the corresponding Peer Link Confirm message. No state transition occurs. 

When an OPN_RJCT event occurs, the MP shall clear the retryTimer, send a Peer Link Close message with reason code as specified by the OPN_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a CNF_ACPT event occurs, the retryTimer shall be cleared. The finite state machine transitions to ESTAB state. The MP invokes the MLME-SignalPeerLinkStatus.indication(localLinkID, MESH-LINK-ESTABLISHED) to report the result to the IEEE 802.11 SME. 

When a CNF_RJCT event occurs, the MP shall clear the retryTimer, send a Peer Link Close message with reason code as specified by the CNF_RJCT event, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a TOR1 event occurs, the Peer Link Open message shall be resent and the retryCounter shall be incremented. The retryTimer shall be set according to the updated retryTimeout computed by the backoff algorithm. No state transition occurs.

When a TOR2 event occurs, the MP shall send a Peer Link Close message with reason code MESH-MAX-RETRIES. The holdingTimer shall be set according to the value of dot11MeshHoldingTimeout, and the finite state machine transitions to HOLDING state. 

All other events shall be ignored in this state.
· ESTAB state 

In the ESTAB state, the link instance has been successfully established with the peer MP. 
When a CNCL event occurs, the MP shall send a Peer Link Close message with reason code MESH-LINK-CANCELLED, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When a CLS_ACPT event occurs, the MP shall send a Peer Link Close message with reason code MESH-CLOSE-RCVD, and set the holdingTimer according to the value of dot11MeshHoldingTimeout. The finite state machine transitions to HOLDING state.

When an OPN_ACPT event occurs, the MP shall respond again by resending the corresponding Peer Link Confirm message. No state transition occurs. 

All other events shall be ignored in this state.
· HOLDING state

In HOLDING state, the MP is closing the link. The holdingTimer is in effect.

When a CLS_ACPT event occurs, the primitive MLME-SignalPeerLinkStatus.indication(localLinkID, MESH-LINK-CLOSED) shall be used to report the result to the IEEE 802.11 SME. The finite state machine transitions to IDLE state.

When an OPN_ACPT event occurs, the MP shall respond by resending the corresponding Peer Link Close message. No state transition occurs.

When a CFN_ACPT event occurs, the MP shall respond by resending the corresponding Peer Link Close message. No state transition occurs.

When a TOH event occurs, the primitive MLME-SignalPeerLinkStatus.indication(localLinkID, MESH-LINK-CLOSED) shall be used to report the result to the IEEE 802.11 SME. The finite state machine transitions to IDLE state. 

All other events are ignored in this state.

Add the following text in the end of Annex D:

dot11MeshMaxRetries OBJECT-TYPE

            SYNTAX INTEGER

            MAX-ACCESS read-only

            STATUS current

            DEFAULT { 0 }

            DESCRIPTION

“This object specifies the maximum number of Peer Link Open retries that can be sent to establish a new link instance in a mesh.”

::= { dot11MeshConfigParameter 1 }
dot11MeshRetryTimeout OBJECT-TYPE

            SYNTAX INTEGER

            MAX-ACCESS read-only

            STATUS current

            DEFAULT { 40 }

            DESCRIPTION 
“This object specifies the initial retry timeout, in millisecond units, used by the Peer Link Open message.”

::= { dot11MeshConfigParameter 2 }
dot11MeshConfirmTimeout OBJECT-TYPE

            SYNTAX INTEGER

            MAX-ACCESS read-only

            STATUS current

            DEFAULT { 40 }

            DESCRIPTION

“This object specifies the initial retry timeout, In millisecond units, used by the Peer Link Open message.”

::= { dot11MeshConfigParameter 2 }
dot11MeshHoldingTimeout OBJECT-TYPE

            SYNTAX INTEGER

            MAX-ACCESS read-only

            STATUS current

            DEFAULT { 40 }

            DESCRIPTION

“This object specifies the confirm timeout, in millisecond units, used by the peer link management to close a peer link.”

::= { dot11MeshConfigParameter 4 }
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Abstract


This submission propose updated text in Clause 7.3.1, 7.3.2, 10.3, 11A.1.5, and Annex D in Draft P802.11s_D1.0 to resolve LB93 comments on peer link establishment protocol. 
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