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7.4.6 Mesh management action frame details (3-addr action frames)
Action frame formats for mesh management are defined in this section. An Action field, in the octet field immediately after the Category field, differentiates the frame format. The Action field values associated with each frame format are defined in Table s.

Table sxxx: Mesh Management Action field values (3-addr action frames)
	Action field value
	Description
	Application

	0
	Local Link state announcement
	Neighbor discovery

	1
	Peer Link Disconnect
	Neighbor discovery

	2
	Route Request
	HWMP routing

	3
	Route Reply
	HWMP routing

	4
	Route Error
	HWMP routing

	5
	Route Reply Ack
	HWMP routing

	6
	Congestion Control Request
	Congestion Control

	7
	Congestion Control Response
	Congestion Control

	8
	 Neighborhood Congestion Announcement
	Congestion Control

	9
	Mesh Deterministic Access (MDA)
	MDA

	10
	Beacon Timing Request
	Beaconing and Synchronization

	11
	Beacon Timing Response
	Beaconing and Synchronization

	12
	Non-mesh Action Encapsulation
	Action

	13
	Connectivity Report
	Connectivity reporting

	13
	Radio Aware Optimized Link State Routing (RA-OLSR)
	RA-OLSR

	17
	Proxy Update Request
	HWMP routing

	18
	Proxy update Reply
	HWMP routing

	16-254
	Reserved
	

	255
	Vender Specific Mesh Management
	Vender Specific


7.4.6.17 Proxy Update (PUDT) Request frame format

The PUDT Request frame format uses the Action frame body format and is transmitted by a source MP to a destination MP to update its proxy information. This frame is typically transmitted in a unicast manner. The frame format is shown in Figure xxx.
	Octets: 1
	1
	Variable

	Category
	Action
	Proxy Update Request Element


Figure xxx: Proxy Update Request frame format

The Category field shall be set to 5 (representing mesh management).

The Action field shall be set to 17 (representing proxy update request element).
The Proxy Update Request element field shall be set as described in Clause 11A.5.8.

7.4.6.18 Proxy Update (PUDT) Reply frame format

The PUDT Reply frame format uses the Action frame body format and is transmitted by an MP in response to a PUDT request. This frame is typically transmitted in a unicast manner. The frame format is shown in Figure xxx.
	Octets: 1
	1
	Variable

	Category
	Action
	Proxy Update Reply Element


Figure xxx: Proxy Update Reply frame format

The Category field shall be set to 5 (representing mesh management).

The Action field shall be set to 18 (representing proxy update reply element).
The Proxy Update Reply element field shall be set as described in Clause 11A.5.9.
Mesh Path Selection and Forwarding Framework
1A.2.1 Overview

The terms “mesh path selection” and “mesh forwarding” are used to describe selection of single-hop or multi-hop paths and forwarding of data frames across these paths between mesh points at the link layer. Client STA nodes associate with one of the Mesh AP devices as normal, since the Mesh AP devices are logically a collection of APs that are part of the same ESS.

Path selection messages are also transported at the link layer, using 802.11 management frames (MMPDUs).  Mesh path selection services consist of baseline management messages for neighbor discovery, local link state measurement and maintenance, and identification of an active path selection protocol.  Each WLAN Mesh uses a single method to determine paths through the Mesh, although a single device may be capable of supporting several. 
1A.2.2 Extensible Path Selection Framework

This specification includes an extensible framework to enable flexible implementation of path selection protocols and metrics within the mesh framework.  The specification includes a default mandatory protocol and metric for all implementations, to ensure baseline interoperability between devices from different vendors.  However, the specification also allows any vendor to implement any protocol and/or metric in the mesh framework to meet special application needs.  A mesh point may include multiple protocol implementations (e.g., including the default protocol, optional protocols, future standard protocols, etc), but only one protocol will be active on a particular link at a time.  Different WLAN Meshes may have different active path selection protocols, but a particular mesh will have one active protocol at a time.

As described in Clause Error! Reference source not found. and Error! Reference source not found., a mesh point uses the WLAN Mesh Capability Information Element to discover which protocol and metric an established WLAN Mesh is using, allowing the mesh point to identify if and how it should participate in the mesh.  Note that this specification does not force an existing WLAN Mesh that is using a protocol other than the default protocol to switch to the default protocol when a new mesh point requests association.  While it is possible, in principle, to implement such behavior, an algorithm to coordinate such reconfiguration is beyond the scope of this specification.
Path Selection Metrics and Protocols
As described above, the mesh extensibility framework allows, in principle, a WLAN Mesh to be implemented with any path selection metric(s) and/or any path selection protocol(s).  Clause Error! Reference source not found. defines a default radio-aware path selection metric to enable baseline interoperability. This document describes two example path selection protocols that can be implemented in the extensible mesh framework.  The first protocol described in Clause Error! Reference source not found. is the default path selection protocol that must be implemented on all mesh devices to ensure interoperability. The second protocol, described in Clause Error! Reference source not found., is an additional optional protocol.  Note that the extensible path selection framework allows these or any other path selection protocols to be implemented in the mesh framework.

Forwarding of Mesh Data Frames and Mesh Management Frames

1A.2.2.1 General
In a WLAN mesh network, a data frame is forwarded based on its four addresses in the MAC header at each intermediate MP. However, the existing four address fields are not enough to carry the address information for both true source/destination entities and MAPs/MPPs a serving as their proxies when an 802 entity that does not support WLAN mesh services — e.g., legacy STAs associated with MAPs or external non-802.11 stations whose proxies are MPPs — is either a source or a destination of a data link. Also, additional address information is needed when there exist forwarding MPPs that redirect incoming frames to other MPPs or final destinations.

In this regard, as shown in Clause Error! Reference source not found., the frames of type “Extended with subtype Mesh Data” can use two optional address fields — i.e., “Address 5” and “Address 6” — to carry such additional address information, the existence of which is indicated by the AE flag in the “Mesh Header” field. The use of these optional address fields in forwarding processing is described in Clause 0.

MSDU Ordering

In a WLAN Mesh network, path selection and forwarding operations are implemented as layer-2 mechanisms. When data frames are forwarded in such a multi-hop mesh network, multipath routing (either due to load balancing or dynamic route changes) can easily result in arrival of out-of-order and duplicate frames the Destination Mesh Point. The probability of having out-of-order and duplicate frames increases as the rate of topology changes, load level variations, and/or wireless channel fluctuations increases. Note that the Sequence Control field in 802.11 Data Frame headers is meant to be used on a hop-by-hop basis to detect duplicates or missing frames at each hop and is changed by each intermediate Mesh Point.  Hence, it cannot be used to detect out-of-order or duplicate frame delivery in an end-to-end fashion. 

A new “Mesh E2E Sequence Number” in the Mesh Header field is added to uniquely identify the data frames sent from a given Source Mesh Point. By the pair of Source MP Address and Mesh E2E Sequence Number, the Destination Mesh Point is able to detect out-of-order and duplicate frames. Duplicate frames must be discarded, while out-of-order frames must be buffered temporarily before they can be re-ordered and delivered to LLC. The goal here is to manage the buffer in a way that strives to deliver all MAC frames in the correct order. To avoid excessive delay due to such buffering, a timer may be used locally by the Mesh Point so that it does not wait indefinitely. When the local timer expires, the Destination Mesh Point gives up waiting for the missing frames, delivers the queued frames and considers the missing frames as dropped. Note that such an end-to-end ordered delivery of unicast data frames is only guaranteed between the Source Mesh Point and the Destination Mesh Point, and it is possible that frames may arrive at an intermediate Mesh Point out of order. However, there shall be no reordering of unicast MSDUs received at the MAC service interface of any Mesh Point with the same traffic identifier value and the same Source Mesh Point. 

Unicast Forwarding 

In this subclause, an overview of unicast forwarding based on the mesh address extension is given for the cases of MP-to-MP, STA-to-STA, and outside-mesh-to-outside-mesh communications. Hybrid cases, like MP-to-STA communications, are not described here, but their operations can be easily derived from the given ones; in fact, they are special cases (i.e., a subset) of STA-to-STA communications.

Regarding the details of mesh address extension involved with forwarding MPPs, refer to Clauses specific to path selection protocols and interworking support (e.g., Error! Reference source not found. and Error! Reference source not found.).
At Source MPs

For simple MP-to-MP communications where there is no forwarding MPP involved, a source MP shall use four-address frames (with AE flag set to 0) where address fields from Address 1 to Address 4 have their usual meanings — i.e. Address 1 for RA, Address 2 for TA, Address 3 for DA, and Address 4 for SA, respectively.

In case of STA-to-STA communications, STAs associated with MAPs shall use three-address frames to send their unicast data frames to MAPs as in the BSS. If a unicast data frame received is from an associated and authenticated STA, and the destination STA address corresponds to an address in the proxy table
,, a MAP shall reformat the frame as a six-address frame (with AE flag set to 1) where the addresses of source and destination STAs are carried by Address 6 and Address 5 fields respectively, and transmit it to the appropriate peer MP
 listed in the forwarding table as the next hop address for the proxy of the destination address.
In the general case of outside-mesh to outside-mesh communications through a mesh network, the outside mesh parts use their respective frame formats which at least contain an 802 source address (S) and an 802 destination address (D). The first MP, i.e., the MPP connecting the outside mesh part and the mesh network, puts the MAC addresses of D and S of incoming data frames from the outside-mesh into Address 5 and Address 6 of the corresponding, outgoing mesh data frames. The MPP also puts into Address 3 and Address 4 the corresponding mesh destination for D derived from its ingress list and its own MAC address, respectively.

The TTL field in the mesh header field for both the cases shall be set to 255/initial value.
1A.2.2.1.1 At Intermediate and destination MPs
On receipt of a four address unicast data frame, the MP deciphers it and checks for authenticity. If it is not from an authentic source, the frame shall be silently discarded. If the “untrusted” bit is set in the QoS control field, and transport of untrusted traffic has not been enabled, the frame shall be discarded silently.

The MP then checks to see whether the mesh destination address in “Address 3” field is known; if it is an unknown address, the MP may either silently discard the frame or trigger a routing discovery procedure or generate route error depending on the path selection protocol that is currently active in the mesh.
If the mesh destination address does not match the MP’s own address, but does one of known MAC addresses in the forwarding table, the TTL field in the QoS control field is decremented. If zero has been reached, the frame is discarded. Otherwise, the frame is queued for transmission to the next-hop MP as determined from the Mesh forwarding table.
If the mesh destination address matches the MP’s own address, then the MP checks the AE flag in the “Mesh Header” field and takes the following actions based on its value:

· If the AE flag is set to 0, which means the current MP is a final destination of the current frame (i.e., MP-to-MP communications), the MP processes and sends it to an upper layer;

· If the AE flag is set to 1, which means the current MP is a MAP associated with STAs (i.e., STA-to-STA communications), the MP checks to see whether the destination STA address in “Address 5” field is known. If the destination address corresponds to a STA associated with this MAP, the frame is translated to the three address format and queued for transmission to the final destination in its BSS.

1A.2.2.2 Broadcast Forwarding 
On receipt of a four address data frame with Address 1 set to the all-1s broadcast address, the MP deciphers it and checks for authenticity. If it is not from a peer MP, the frame shall be silently discarded. 

The tuple of SA and Mesh E2E sequence number from the frame header may be used as a unique message signature for tracking messages. The MP checks whether the message has previously been forwarded by this node. If this is the case, the frame shall be discarded.  Otherwise, the signature for this message is retained for later use.

The MP then decrements the TTL field in the mesh control field.  If the TTL value has reached zero, the message is discarded.  Otherwise, the frame is queued for transmission as a four address frame to all neighboring MPs that are associated and authenticated to the MP.
If the node is a Mesh AP, it also creates a three-address broadcast frame with the same body contents as the received frame and transmits it to the STAs associated with it.  
In case broadcast frame is generated by a STA or a device from DS, Mesh AP or MPP would generate a six-address frame (with AE flag set to 1) where the addresses of source is carried in Address 6 field.
 Similar to the broadcast frames generated by a MP, the tuple of SA and Mesh E2E sequence number from the frame header may be used as a unique message signature for duplication detection wherein the Mesh E2E sequence number is set to the sequence number of SA.
Multicast Forwarding of Four-Address Frames
On receipt of a four address multicast data frame, the same process used for broadcast forwarding in clause 11A.2.2.2 is used for the multicast data frame.
The MP may implement multicast filtering technology to reduce multicast traffic flooding in the WLAN mesh network. This may be achieved, for example, by using the GARP Multicast Registration Protocol (GMRP) defined in IEEE802.1D.  This filtering technology is beyond the scope of this specification.
Support for special multicast capabilities is an implementation choice and requires invoking the extensibility feature of this (draft standard).
21A.2 
11A.3.1 Overview of Interworking in a WLAN Mesh

This clause describes the behavior of a Mesh Portal (MPP) to enable bridging of a layer-2 WLAN Mesh to other 802 LAN segments in a manner compatible with IEEE 802.1D. 


[image: image1]
Figure s1: The logical architecture of a Mesh Portal (MPP). 

The interaction between WLAN Mesh route selection and layer-2 bridging occurs at the MPP. The MPP consists of an MP (i.e. it has the behavior of a Mesh Point) collocated with bridging functionality, e.g., based on 802.1D. The bridging functionality defines the external (relative to the mesh network) behavior of the MPP and is outside the scope of this standard.  In general, a mesh network with one or more portals, will behave as a wired LAN segment with one or more bridges.

MPPs use the MPP Announcement Protocol described below to inform other MPs of their presence. Enabling the Announcement Protocol in a given MPP is outside the scope of this document. 

11A.3.2 MPP Announcement Protocol

This subclause describes the function, generation and processing of the Portal Announcement IE. This IE may be sent in a management frame, possibly in combination with other IEs.

11A.3.2.1 Function

The Portal Announcement IE is used for announcing in the mesh the presence of a MP configured as a Portal MP (which has a live connection to an external network).  MPs may use this information to increase the efficiency of communication with stations outside the mesh.

An MP which receives a Portal Announcement (PANN) message shall retransmit the PANN as described below but may ignore its content.

11A.3.2.2 PANN information element

Figure s2: PANN  Element
	Octets: 1
	1
	1
	1
	1
	6
	4
	4

	Element ID
	Length
	Flags
	Hopcount
	Time to Live
	Originator Address
	Sequence Number
	Metric 


Table s1: PANN Element Fields
	Field
	Value/description

	ID
	TBD

	Length
	Length of the IE

	Flags
	Not used

	Hop Count
	The number of hops from the Originator to the MP transmitting the request

	Time to Live
	Maximum number of hops allowed for this IE

	Originator Address
	Portal MAC address

	Sequence Number
	A sequence number specific for the originator.

	Metric
	The cumulative metric from the Originator to the MP transmitting the announcement.


11A.3.2.3 Conditions for generating and sending a PANN

An MP will send out a PANN in the following cases:

Case A: Original transmission


All of the following applies: 

· The MP is configured as a Portal MP 

·  At every PORTAL_ANNOUNCEMENT_INTERVAL 

Content:

	Field
	Value

	ID
	PANN IE ID

	Length
	As required

	Flags
	Not used

	Hop Count

	0

	Time to Live
	Maximum number of hops allowed for this IE

	Originator Address
	Own MAC address

	Sequence Number
	A sequence number specific for the originator.

	Metric
	0


Case B:
Re-transmission

All of the following applies:
· The MP has received a PANN

· PORTAL_PROPAGATION_DELAY has expired

· The decremented TTL of the PANN is equal to or greater than 1

Content:

	Field
	Value

	ID
	As received

	Length
	As received

	PANN Flags
	As received

	Hop Count

	As received + 1

	Time to Live
	As received – 1

	Originator Address
	As received

	Sequence Number
	As received

	Metric
	As received + own metric towards the transmitting MP


11A.3.2.4 PANN processing

Received PANN IEs are subject to certain acceptance criteria. Processing depends on the contents of the PANN and the information available at the receiving MP.

11A.3.2.4.1 Acceptance criteria

The PANN will be discarded if the DSN of the PANN is lower then the DSN of the PANN previously received from this portal or if the DSN of the PANN is the same as the DSN of the PANN previously received from this portal but its route metric is higher than what received before.  
11A.3.2.4.2 Effect of receipt

The following applies only to PANN messages that were not discarded during the check described in 11A.3.2.4.1 above.

1)  The receiving MP shall initiate a PANN_PROPAGATION_DELAY

2) The receiving MP shall transmit a PANN as defined in 11A.3.2.3, Case B

11A.3.3 MP behavior  

When an MP receives PANN messages sent by an MPP in the mesh, it processes these messages and records the MAC addresses and route metrics to the corresponding MPP..

When an MP has a data message to send, it first follows the data forwarding procedures defined in 11A.2.4.  If the MP is not able to determine an intra-mesh route to the destination MAC address, the MP shall assume that the destination is outside the mesh and it shall forward the message to all active MPPs in the mesh (see MPP Egress message handling below).  

11A.3.4 MPP behavior

MPPs may participate in transparent layer-2 bridging, allowing users to build networks that include a WLAN Mesh in combination with other layer-2 networks.  The bridging functions of an MPP are outside the scope of this standard.

MPPs learn the addresses of the MPs and of devices attached to these MPs through 

a) the usual bridge learning process

b) the receipt of routing messages

11A.3.4.1 Egress message handling

A packet sent by a MP in the WLAN Mesh has the following possible final destinations:

1) A node or attached device that the MPP knows is inside the Mesh

In this case the MPP forwards the packet to the destination MP.

2) A node that the MPP knows is outside the Mesh

In this case the MPP forwards the packet on the external network.

3) A node unknown to the MPP

In this case the MPP forwards the packet on the mesh and on the external network.

11A.3.4.2 Ingress message handling

A packet received by an MPP from an external network (i.e., not from the mesh) has two possible destinations:

1) A MP or attached station that the MPP knows is inside the Mesh

In this case the MPP forwards the packet to the destination MP.

2) A node unknown to the MPP

In this case the MPP has two options: 

a) To attempt to establish a route to the destination

b) To broadcast the packet within the mesh

The criteria for making this choice are outside the scope of this standard.

11A.3.5 Operational Considerations (informative)

11A.3.5.1 Formation and Maintenance of the IEEE 802.1D Spanning Tree

No special action is required to support formation of the 802.1D spanning tree.  Spanning tree control messages are typically delivered to bridges in multicast packets.  These packets are data packets from the point of view of the WLAN Mesh.

11A.3.5.2 Node Mobility 

Node mobility in a bridged network can be within or between physical LANs.   Four cases can occur:

· Mobility of a node within the mesh.  This kind of mobility is handled through the mesh path selection mechanisms.

· A node may move from one LAN outside the Mesh to another LAN outside the Mesh.  In this case, the MPPs through which the node can be reached by nodes in the mesh may change.  This case occurs in typical bridged networks and can be handled through bridge learning and timing out of old bridge table entries.  

· A node may move from inside the Mesh to outside the Mesh.  When an on-demand routing protocol is used, the movement is detected through the route maintenance mechanisms of the protocol, which triggers route repair procedures.  When a proactive routing protocol is used, node failure and information on the new whereabouts of an node are disseminated during triggered and periodic route update rounds. 

· A node may move from outside the Mesh to inside the Mesh.   See 11A.3.3 above.

11A.3.5.3 VLAN support in a WLAN Mesh

A WLAN mesh behaves as a LAN segment which delivers data frames between MPs within the mesh and MPPs which connect the mesh to an external LAN segment, as described above. In order to be conformant with external IEEE 802 networks, a WLAN mesh is required to be compatible with the IEEE 802 architecture, including IEEE802.1D, IEEE802.1Q and IEEE802.1F.

For example, when VLAN tagging as defined in IEEE802.1Q is used, a WLAN mesh network is required to carry VLAN tag information between an MP and an MPP. 

A VLAN tag consists of two fields: TPID (The Tag Protocol Identifier) and TCI (The Tag Control Information). TPID is two octets in length and used to represent MAC protocol type. The TCI is two octets in length and contains user_priority, CFI and VID (VLAN Identifier) fields.
IEEE802.1Q defines two header formats: Ethernet-encoded header and SNAP-encoded header. The Ethernet-encoded header format requires a change to the IEEE 802.11 MAC header to adopt a VLAN tag field, whereas the SNAP-encoded header does not require any revisions of the IEEE 802.11 MAC header. 

11A. Overview

11A. Rules shared by all routing modes

The Hybrid Wireless Mesh Protocol (HWMP) is a mesh routing protocol that combines the flexibility of on-demand routing with proactive topology tree extensions. The combination of reactive and proactive elements of HWMP enables optimal and efficient path selection in a wide variety of mesh networks (with or without infrastructure).

HWMP uses a common set of protocol primitives, generation and processing rules taken from Ad Hoc On Demand (AODV) routing protocol [IETF RFC 3561] adapted for Layer-2 address-based routing and link metric awareness. AODV forms the basis for finding on-demand routes within a mesh network while additional primitives are used to proactively set up a distance-vector tree rooted at a single root MP. The root role that enables building of topology tree is a configurable option of an MP. 

HWMP supports two modes of operation depending on the configuration.  These modes are:

· On demand mode: this mode allows MPs to communicate using peer-to-peer routes.  The mode is used in situations where there is no root configured.  It is also used in certain circumstances if there is a root configured or an on demand route can provide a more optimized route to a given destination in mesh.

· Proactive tree building mode: this can be performed by using either the RREQ or RANN mechanism.

These modes are not exclusive: on demand and proactive modes may be used concurrently.

All HWMP modes of operation utilize common processing rules and primitives.  HWMP control messages are the Route Request (RREQ), Route Reply (RREP), Route Error (RERR) and Root Announcement (RANN).  The metric cost of the links determines which routes HWMP builds. In order to propagate the metric information between MPs, a metric field is used in the RREQ, RREP and RANN messages. 

Routing in HWMP uses a sequence number mechanism to maintain loop-free connectivity at all times.  Each MP maintains its own sequence number, which is propagated to other MPs in the HWMP control messages.

11A. On demand routing mode

If a source MP needs to find a route to a destination MP using the on demand routing mode, it broadcasts a RREQ with the destination MP specified in the destination list and the metric field initialized to 0.  

When a MP receives a RREQ it creates a route to the source or updates its current route if the RREQ contains a greater sequence number, or the sequence number is the same as the current route and the RREQ offers a better metric than the current route.  If a new route is created or an existing route modified, the RREQ is also forwarded (re-broadcast).  Each MP may receive multiple copies of the same RREQ that originated in the source, each RREQ traversing a unique path from the source to the MP.  

Whenever a MP forwards a RREQ, the metric field in the RREQ will be updated to reflect the cumulative metric of the route to the RREQ’s source.  After creating or updating a route to the source, the destination MP sends a unicast RREP back to the source.  

Intermediate MPs generate RREPs only if the “Destination Only (DO)” flag is not set, e.g. DO = 0, corresponding destinations, provided that they have routes to these destinations. If the DO flag is set to 1, which is default, only the destination MP can generate a RREP. If an intermediate MP receives a RREQ with the DO flag set to 0 for a destination and this intermediate MP already has a valid route to the destination, it issues a unicast RREP to the source. Furthermore, if the “Reply and Forward (RF)” flag is set to 1 for the destination, this intermediate MP will forward the RREQ with the DO flag for the destination set to 1 (the reason to set the DO flag to 1 is to suppress any RREP messages from the subsequent intermediate MPs). Otherwise, there is no RREQ forwarding at intermediate MP. The purpose of the “Destination Only” and “Reply and Forward” mechanisms is to enable a MP to quickly establish a route using the RREP generated by the intermediate MP and send data frames with a low route discovery delay and buffer requirement, while allowing that the route with the best route metric will be chosen (or validated) after the reverse route establishment procedure has been completed. The source sets the DO flag to 0 and RF flag to 1 for a destination in the RREQ only when it does not have a valid route and wants to discover a new route to this destination. As described below, the DO flag in the maintenance RREQ is always set to 1.

Intermediate MPs create a route to the destination on receiving the RREP, and also forward the RREP toward the source. When the source receives the RREP, it creates a route to the destination. If the destination receives further RREQs with a better metric, then the destination updates its route to the source to the new route and also sends a fresh RREP to the source along the updated route.  Thus a bidirectional, best metric end-to-end route is established between the source and destination.

Note that the RREQ processing when the “Destination Only” flag is set to 0 but the “Reply and Forward” flag is set to 1, as specified in this standard, is different from that of the original AODV specification. Also, note that in HWMP, the RREQ processing at intermediate MPs is controlled per destination.

11A. Proactive tree building mode

There are two mechanisms for proactively disseminating routing information for reaching the root MP.  The first method uses a proactive Route Request (RREQ) message and is intended to create routes between the root and all MPs in the network proactively.   The second method uses a Root Annoucement (RANN) message and is intended to distribute route information for reaching the root but the actual routes to the root can be built on-demand.

An MP configured as root would send either proactive RREQ or RANN messages periodically.

11A. Proactive RREQ mechanism

The RREQ tree building process begins with a proactive Route Request message sent by the root MP, with the destination address set to all ones (broadcast address), the DO flag set to 1 and the RF flag set to 1. The RREQ contains the distance metric (set to 0 by the root) and a sequence number.  The proactive RREQ is sent periodically by the root, with increasing sequence numbers.

Any MP hearing a proactive RREQ creates or updates its forwarding information to the root MP, updates the metric and hop count of the RREQ, records the metric and hop count to the root, and then transmits the updated RREQ.  Thus, information about the presence of and distance to available root(s) is disseminated to all MPs in the network. 

Each MP may receive multiple copies of a proactive RREQ, each traversing a unique path from the root to the MP. A MP updates its current route to the root if and only if the RREQ contains a greater sequence number, or the sequence number is the same as the current route and the RREQ offers a better metric than the current route to the root.  The processing of the proactive RREQ is the same as in the on-demand mode described in 11A.5.1.2.

If the proactive RREQ is sent with the “Proactive RREP” bit set to 0, the recipient MP may send a gratuitous RREP if required (for example, if the MP has data to send to the root and requires establishing bidirectional route with the root). If the RREQ is sent with a “Proactive RREP” bit set to 1, the recipient MP shall send a gratuitous RREP. The gratuitous RREP establishes the route from the root to the MP.  When the route from an MP to a root changes, and the root RREQ was sent with a “Proactive RREP” bit set to 1, it shall send a gratuitous RREP to the root containing the addresses of the MPs which have established a route to the root through the current MP.

11A. Proactive RANN mechanism

The root periodically floods a RANN message into the network.  The information contained in the RANN is used to disseminate route metrics to the root.

Upon reception of a RANN, each MP that has to create or refresh a route to the root will send a unicast RREQ to the root via the MP from which it received the RANN.  

The unicast RREQ will follow the same processing rules defined in the on demand mode (11A.5.1.2).

The root sends a RREP in response to each RREQ.  The unicast RREQ creates the reverse route from the root to the originating MP, while the RREP creates the forward route from the MP to the root. 
When the route from an MP to a root changes, it may send a RREP with the addresses of the MPs which have established a route to the root through the current MP.

11A. Definitions
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Figure 3: Illustration of definitions
Originator:

The originator is the MP that initiates an HWMP routing message that is flooded through the whole wireless mesh network (e.g. RREQ). The transmission of the corresponding information element by the originator is called “original transmission”. 

Forwarding Information

The forwarding information maintained by an MP consists of at least a destination, the Destination Sequence Number (DSN), the next hop to the destination, the route metric and the lifetime of this forwarding information. Stored forwarding information can be active or inactive (invalidated). The latter means that the forwarding information is still known for future reference but not used for forwarding.

Forward Route:

The stored forwarding information of the path from the originator to the destinaton of a route discovery. Set up by route replies.

Reverse Route:

The stored forwarding information of the path from the destination to the originator of a route discovery. Set up by route requests.

Unreachable destination:

A destination is considered unreachable in two cases:

· An MP does not have active forwarding information for the destination and the MP did not receive a RREP in response to its route request for this destination within the set waiting time.

· The destination cannot be reached over the established path, because it contains a broken link.

Destination Sequence Number: An integer sequence number associated with an MP, which is used to distinguish newer from older routing information. See also section XXX(Destination Sequence Number).

Time-to-Live: An integer number that is used to limit the number of hops of frame in the WLAN mesh network. See also 11A.5.3.3. 

Unicast/Broadcast RREQ: A “unicast RREQ” is a RREQ IE contained in a management frame that is unicast to the next hop toward the destination of the RREQ.  A “broadcast RREQ” is an RREQ IE contained in a management frame that is broadcast.

Dependent MP: A neighboring MP which has established a route to the root through the local MP.

11A. General rules for processing HWMP information elements

This subclause describes the rules for the processing of the following components of the HWMP messages and IEs:

· Destination Sequence Number

· TTL

· Metric

Note: It is assumed that the receiving MP will only receive HWMP messages from MPs with which it has established a secure link. Therefore, all HWMP messages received are presumed to have originated in the same mesh network that the receiving MP belongs to.

11A. Re-transmission

Many HWMP IEs are intended to be flooded across a mesh network and therefore are retransmitted by MPs that receive them. Each retransmission is subject to certain rules or limitations as explained in the following subclauses.  Some parameters in the HWMP IEs will be updated before retransmission, e.g. route metric.

11A. Destination Sequence Number (DSN)

The DSN is set by the originator of a RANN, RREQ or RREP information element. It is updated whenever a MP receives new (i.e., not stale) information about the sequence number from RREQ, RREP, or RERR that may be received related to that destination MP.  HWMP depends on each MP in the network to own and maintain its destination sequence number to guarantee the loop-freedom of all routes towards that MP. A destination MP increments its own sequence number in two circumstances:

· Immediately before an MP originates a route discovery, it must increment its own sequence number. This prevents conflicts with previously established reverse routes towards the originator of a RREQ.

· Immediately before a destination MP originates a RREP in response to a RREQ, it must update its own sequence number to the maximum of its current sequence number and the destination sequence number in the RREQ packet.


In general, when an MP receives an information element with a DSN that is less than the last received DSN for that originator, it will discard the received IE. If they are the same, the outcome (IE discarded or not) depends on the type of the information element and some additional conditions. These cases are noted in the applicable IE descriptions.

When the destination increments its sequence number, it shall do so by treating the sequence number value as if it were an unsigned number. To accomplish sequence number rollover, if the sequence number has already been assigned to be the largest possible number representable as a 32-bit unsigned integer (i.e., 4294967295), then when it is incremented it will then have a value of zero (0). On the other hand, if the sequence number currently has the value 2147483647, which is the largest possible positive integer if 2's complement arithmetic is in use with 32-bit integers, the next value will be 2147483648, which is the most negative possible integer in the same numbering system. The representation of negative numbers is not relevant to the increment of HWMP sequence numbers. This is in contrast to the manner in which the result of comparing two HWMP sequence numbers is to be treated. 

In order to ascertain that information about a destination is not stale, the MP compares its current numerical value for the sequence number with that obtained from the incoming HWMP message. This comparison shall be done using signed 32-bit arithmetic, this is necessary to accomplish sequence number rollover. If the result of subtracting the currently stored sequence number from the value of the incoming sequence number is less than zero, then the information related to that destination in the HWMP message shall be discarded, since that information is stale compared to the MP's currently stored information.
The only other circumstance in which an MP may change the destination sequence number in one of its route table entries is in response to a lost or expired link to the next hop towards that destination MP.  The node determines which destinations use a particular next hop by consulting its routing table.  In this case, for each destination that uses the next hop, the MP increments the sequence number and marks the route as invalid (see also sections 11A.5.7). Whenever any fresh enough (i.e., containing a sequence number at least equal to the recorded sequence number) routing information for an affected destination is received by an MP that has marked that route table entry as invalid, the node should update its route table information according to the information contained in the update.
An MP may change the sequence number in the routing table entry of a destination MP only if:
· it is itself the destination MP, and offers a new route to itself, or
· it receives an HWMP message with new information about the sequence number for a destination MP, or

· the path towards the destination MP expires or breaks.

11A. Time-to-Live (TTL)

The TTL is set by the originator of an HWMP IE. It gives the maximum number of hops that the IE message is allowed to be forwarded.

A receiving MP will decrement the value of the TTL field before re-transmitting the IE. If the decremented value is zero, the IE will be discarded.

11A. Re-transmission delay

In general, retransmission of an HWMP IE is not subject to a delay.  Exceptions exist for the RANN IE as described below. 

11A. Forwarding Information

The forwarding information maintained by a MP consists at least of a destination, the DSN of the destination, the next hop to the destination, the route metric to the destination and the lifetime of this forwarding information.

Stored forwarding information can be active or inactive (invalidated). The latter means that the forwarding information is still known for future references but not used for forwarding.
For each valid forwarding information maintained by a MP, the MP also maintains a list of precursors that may be forwarding frames on this route. These precursors will receive notifications from the MP in the event of detection of the loss of the next hop link. The list of precursors in forwarding information contains those neighboring nodes to which a RREP was generated or forwarded.
11A. Proxy Information

The proxy information maintained by an MP consists of a list of proxied devices (e.g. STA) and their corresponding proxy MP. In case MP itself provides meshing services, it should create proxy information for the proxied devices making itself as the proxy. One such example would be a MAP creating proxy entry for each of its associated STAs. However how a MAP creates the entries for its proxied devices is beyond the scope of this standard. Each entry in the proxy table has lifetime called PROXY_ENTRY_LIFETIME after which it should be deleted. Proxy MP should refresh entry of its proxied devices before PROXY_ENTRY_LIFETIME.
11A. Creation and Update of Forwarding Information

HWMP path selection information elements create or update the forwarding information in the MPs that process these information elements. The creation and update of forwarding information follows the same rules for RREQ, RREP, and RANN. These rules are given below. “HWMP_IE” stands for the IE under consideration (RREQ, RREP, or RANN). Exceptions are stated in the corresponding sections of the descriptions of the information elements.

1) If the MP does not have stored any active forwarding information to the originator of the HWMP_IE (hwmp_ie.originator_address), it creates this information from the field hwmp_ie.originator_address (( destination), the value of the destination sequence number is set to hwmp_ie->destination_sequence_number (( destination sequence number), the transmitter address of the management frame containing the HWMP_IE (( next hop), the accumulation of the value of field hwmp_ie.metric with the metric of the last link (( path metric), and the value of field hwmp_ie.lifetime (( lifetime). For RREQ and RREP IE, if hwmp_ie contains proxied device address, MP may update its proxy information for proxied device address setting its proxy as hwmp_ie.originator_address.
2) If the MP does not have stored any active forwarding information to the transmitter of the HWMP_IE, it creates this information from the transmitter address of the management frame containing the HWMP_IE (( destination and next hop), the value of the destination sequence number is set to invalid (( destination sequence number), the metric of the last link (( path metric), and the value of field hwmp_ie.lifetime (( lifetime).

3) If the MP has stored any active forwarding information to the originator of the HWMP_IE (hwmp_ie.originator_address), and the acceptance criteria of the corresponding IE as described in sections (11A.5.4.4.1, 11A.1.5.4.1, 11A.5.6.4.1) is satisfied, then the MP updates this forwarding information with the transmitter address of the management frame containing the HWMP_IE (( next hop), the value of the destination sequence number is set to hwmp_ie->destination _sequence_number (( destination sequence number), the accumulation of the value of field hwmp_ie.metric with the metric of the last link (( path metric), and the larger one of the lifetime of the stored forwarding information and the value of field hwmp_ie.lifetime ((lifetime). For RREQ and RREP IE, if hwmp_ie contains proxied device address, MP may update its proxy information for proxied device address setting its proxy as hwmp_ie.originator_address.
4) If the MP has stored any active forwarding information to the transmitter of the HWMP_IE and the acceptance criteria of the corresponding IE as described in sections (11A.5.4.4.1, 11A.1.5.4.1, 11A.5.6.4.1) is satisfied, then the MP updates this forwarding information with the transmitter address of the management frame containing the HWMP_IE (( next hop), ), the value of the destination sequence number is set to invalid (( destination sequence number), the metric of the last link (( path metric), and the larger one of the lifetime of the stored forwarding information and the value of field hwmp_ie.lifetime (( lifetime).

11A. Metric of Last Link

The term metric of last link specifies the current link metric between the transmitter of the IE under consideration and the mesh point that received this IE. The latter is the mesh point under consideration.

11A. Root Announcement (RANN)

This subclause describes the function, generation and processing of the Root Announcement IE.

11A. Function

This IE is used for announcing the presence of a MP configured as Root MP. RANN IEs are sent out periodically by the root MP. 

The RANN IE propagates route metric information across the network so that each MP can select a best metric path to the announced root MP. This mechanism allows bidirectional trees to be built, using a robust unicast procedure initiated by the MPs.  This ensures that the root is aware of all MPs in the mesh.

Receiving MPs shall propagate the RANN as described below.

11A. RANN information element

Figure s4: RANN  Element
	Octets: 1
	1
	1
	1
	1
	6
	4
	4
	4

	Element ID
	Length
	Flags
	Hopcount
	Time to Live
	Originator Address
	Destination Sequence Number 
	Lifetime
	Metric 


Table s2: RANN Element Fields
	Field
	Value/description

	ID
	TBD

	Length
	Length of the IE

	Flags
	Bit 0: Portal Role (0 = non-portal, 1 = portal)  

Bit 1 – 3: Reserved
Bit 4: Registration (1 = RREQ/RREP exchange, 0 = Gratuitous RREP)
Bit 5-7: Reserved

	Hop Count

	The number of hops from the Originator to the MP transmitting the request

	Time to Live
	Remaining number of times the RANN may be forwarded.

	Originator Address
	Root MAC address

	Destination Sequence Number
	A sequence number specific to the originator (root). 

	Lifetime
	The time for which MPs receiving the RANN consider the forwarding information to be valid. 

	Metric
	The cumulative metric from the Originator to the MP transmitting the announcement.


11A. Conditions for generating and sending a RANN

An MP will send out a RANN in the following cases:

Case A: Original transmission


All of the following applies: 

· The MP is configured as a Root MP 

· at every ROOT_ANNOUNCEMENT_INTERVAL 

Content:

	Field
	Value

	ID
	RANN IE ID

	Length
	

	Flags
	Bit 0: Portal Role (0 = non-portal, 1 = portal)

Bit 1 – 7: Reserved

	Hop Count

	0

	Time to Live
	Maximum number of hops allowed for this IE

	Originator Address
	Own MAC address

	Destination Sequence Number
	Last used DSN + 1

	Lifetime
	HWMP_PATH2ROOT_TIMEOUT (shall be greater than ROOT_ANNOUNCEMENT_INTERVAL)

	Metric
	initial metric value (0 for airtime metric)


Case B:
Re-transmission

All of the following applies:
· the MP has received and accepted a RANN – See 11A.5.4.4
· RANN_PROPAGATION_DELAY has expired – See 11A.5.4.4.2
Content:

	Field
	Value

	ID
	As received

	Length
	As received

	Flags
	As received

	Hop Count

	As received + 1

	TTL
	As received – 1 

	Originator Address
	As received

	Destination Sequence Number
	As received

	Lifetime
	As received

	Metric
	As received + link metric to the transmitting MP


11A. RANN Reception

Received RANN IEs are subject to certain acceptance criteria. Processing and actions taken depend on the content of the RANN and the forwarding information maintained by the receiving MP.

See also 11A.5.3: General rules for message processing 

11A. Acceptance criteria

The RANN will be discarded if any of the following is true: 

· The DSN < previous DSN from this originator

· ( DSN = previous DSN ) AND (updated path metric >= previous path metric ) 

11A. Effect of receipt

The following applies only to RANN that has not been discarded.

1) The receiving MP shall initiate a timer for RANN_PROPAGATION_DELAY

2) The receiving MP may 
1) if the "registration" flag in RANN is set to 1, shall initiate a RREQ/RREP exchange with the Root to set up or update a route to the Root.  See Section 11A.5.5.3 case C.

2) if the "registration" flag in RANN is set to 0, may send a gratuitous RREP to the Root to set up or update a route from the root to the MP if bidirectional route is needed. (note that RANN has created the route from the root to the MP, the gratuitous RREP is enough to establish the bidirectional route)
· 


3) The receiving MP shall record the Originator Address, together with the DSN, hopcount, metric.

4) The receiving MP shall transmit a RANN as defined in 11A.5.4.3, Case B

5) The receiving MP can maintain one or more root information but it shall maintain one root as its active root—this choice may be changed at any time, e.g. if the metric of the received RANN justifies this. 

11A. Route Request  (RREQ)

This subclause describes the function, generation and processing of the Route Request IE.

11A. Function

This IE is used for three purposes:

· Discovering a route to one or more destinations

· Building a proactive (reverse) routing tree to the root MP

· Confirming a route to a destination (optional)

11A. RREQ information element

Figure s5: RREQ Element
	Octets: 1
	1
	1
	1
	1
	4
	6
	4
	6
	4

	Element ID
	Length
	Flags
	Hopcount
	Time to Live
	RREQ ID
	Originator Address
	Originator Sequence Number
	Proxied Device Address 
	Lifetime


	4
	1
	6
	4
	
	1
	6
	4

	Metric
	Per Destination Flags
	Destination Address #1
	Destination Seq. Num.#1
	….
	Per Destination Flags 
	Destination Address #N
	Destination
Seq. Num.#N

	
	DO #1
	RF #1
	Reserved
	
	
	
	DO #N
	RF #N
	Reserved
	
	


Table s3: RREQ Element Fields
	Field
	Value/description

	ID
	TBD

	Length
	Length of the IE

	Flags
	Bit 0: Portal Role (0 = non-portal, 1 = portal) 

Bit 1: (0 = broadcast, 1 = unicast) (see 11A.5.2)

Bit 2: RREP (0 = off, 1 = on)

Bit 3 (1= if (destination count ==1 && proxied device address present), 0 = otherwise)
Bit 4 – 7: Reserved

	Hop Count

	The number of hops from the Originator to the MP transmitting the request

	Time to Live
	Maximum number of hops allowed for this IE

	RREQ ID
	Some unique ID for this RREQ

	Originator Address
	Originator MAC address

	Originator’s Destination Sequence Number
	A sequence number specific for the originator

	Proxied Device Address
	MP includes the address of proxied device (e.g. STA) in case the RREQ is generated because of a frame received from outside the mesh (e.g. BSS) and proxied device is the source of the frame.

	Lifetime
	The time for which MPs receiving the RREQ consider the forwarding information to be valid.

	Metric
	The cumulative metric from the Originator to the MP transmitting the RREQ

	Destination Count N
	Gives the number of Destinations (N) contained in this RREQ

	Per Destination Flags
	Flags
Bit 0: DO (Destination Only): If DO=0, an intermediate MP with active forwarding information to the corresponding destination shall respond to the RREQ with a unicast RREP; if DO=1, only the destination can respond with a unicast RREP. The default value is 1.
Bit 1: RF (Reply-and-Forward):. The RF flag controls the forwarding of RREQ at intermediate MPs. When DO=0 and the intermediate MP has active forwarding information to the corresponding destination, the RREQ is not forwarded if RF=0 and forwarded if RF=1. The default value is 1. When DO=1, the RF flag has no effect..
Bit 2-7: Reserved

	
	

	
	

	Destination Address
	MAC address of the destination MP

	Destination Sequence Number
	The latest sequence number received in the past by the originator for any route towards the destination.


11A. Conditions for generating and sending a RREQ

An MP will send out a RREQ in the following cases:

Case A: Original Transmission (Route Discovery)


All of the following applies: 

· The MP does not have a valid route to a given destination or to the proxy of a given destination.

· The MP needs to establish an on-demand route to one or more destinations for which there is no ongoing route discovery initiated by this MP.

· The MP has not sent more than (HWMP_RREQ_RATELIMIT – 1) route request messages during the last second. If this is the case, the transmission of the RREQ has to be postponed until this condition becomes true.

· The MP has not made more than (HWMP_MAX_RREQ_RETRIES – 1) repeated attempts at route discovery towards the destination of the RREQ.

Content:

	Field
	Value

	ID
	Tbd

	Length
	27 + N*11

	Flags
	Bit 0: 0 (no portal role) 

Bit 1: 0 (broadcast)

Bit 2: 0 (no proactive RREP applicable)

Bit 3 (1= if (destination count ==1 && proxied device address present), 0 = otherwise)

Bit 4 – 7: Reserved

	Hop Count

	0

	Time to Live
	Maximum number of hops allowed for this IE, e.g.,  HWMP_NET_DIAMETER.

	RREQ ID
	Previous RREQ ID + 1

	Originator Address
	Own MAC address

	Originator’s Destination Sequence Number
	Previous Originator DSN + 1. See Note 2

	Proxied Device Address
	Present only if Bit 3 in Flags = 1. This value is set to the proxied device address which is the source of the frame.

	Lifetime
	The time for which nodes receiving the RREQ consider the forwarding information to be valid, e.g. HWMP_ACTIVE_ROOT_TIMEOUT.

	Metric
	0

	Destination Count
	 (N)

	Per Destination Flags
	DO flag, RF flag, as required

	
	

	
	

	Destination Address
	MAC address of requested destination

	Destination Sequence Number
	The latest sequence number received in the past by the originator for any route towards the destination.


Note 1: 
Repeated attempts by an MP at route discovery towards a given (set of) destination(s) shall be limited to HWMP_MAX_RREQ_RETRIES and utilize a binary exponential backoff between transmissions. The minimum waiting time for the RREP corresponding to an RREQ is 2 * HWMP_RT_NETDIAMETER_TRAVERSAL_TIME. 

Note 2: In order to improve route stability (and further reduce overhead), an MP may use the same Originator Destination Sequence Number (Originator DSN) for a certain time interval.  The Originator DSN is incremented only after at least HWMP_RT_NETDIAMETER_TRAVERSAL_TIME  has elapsed since the previous increment. This mechanism prevents MPs from changing the route frequently to the source every time the source sends a burst of RREQs within a very short time.  This element of the protocol allows a source MP to immediately initiate on-demand route discovery to a new destination without affecting recently refreshed routes to the source in other MPs.

Case B:
Original Transmission (Route Maintenance) (optional implementation enhancement)
All of the following applies:

· the MP has a route to a given destination that is not a Root MP

· the HWMP_ROUTE_MAINTENANCE_INTERVAL has expired

Content:

	Field
	Value

	ID
	Tbd

	Length
	As required

	Flags
	Bit 0: 0 (no portal role) 

Bit 1: 0 (broadcast)

Bit 2: 0 (no proactive RREP applicable)

Bit 3: 0

Bit 4 – 7: Reserved

	Hop Count

	0

	Time to Live
	Maximum number of hops allowed for this IE = HWMP_NET_DIAMETER.

	RREQ ID
	Previous RREQ ID +1

	Originator Address
	Own MAC address

	Originator’s Destination Sequence Number
	Originator DSN + 1. See Note 2 under Case A.

	Lifetime
	The time for which nodes receiving the RREQ consider the forwarding information to be valid, e.g. HWMP_ACTIVE_ROOT_TIMEOUT.

	Metric
	0

	Destination Count
	Gives the number of Destinations contained in this RREQ

	Per Destination
	Flags  = DO flag = 1, RF flag = 0

	
	Address = Destination MAC Address

	
	Destination Sequence Number  (for this destination)

	Etc
	


Case C: Root Path Confirmation.

All of the following applies:

· the MP has a route to a Root MP which broadcasts RANNs 
· the HWMP_ROUTE_CONFIRMATION_INTERVAL has expired
Content:

	Field
	Value

	ID
	Tbd

	Length
	As required

	Flags
	Bit 0: 0 (no portal role) 

Bit 1: 1 (unicast)

Bit 2: 0 (no proactive RREP applicable)

Bit 3: 0

Bit 4 – 7: Reserved

	Hop Count

	0

	Time to Live
	1

	RREQ ID
	Not used

	Originator Address
	Own MAC address

	Originator’s Destination Sequence Number
	Originator DSN + 1. See Note 2 under Case A.

	Lifetime
	The time for which nodes receiving the RREQ consider the forwarding information to be valid, e.g. HWMP_ACTIVE_ROOT_TIMEOUT.

	Metric
	0

	Destination Count
	1

	Per Destination
	Flags: DO flag = 1, RF flag = 0

	
	Address = Root MP MAC Address

	
	Destination Sequence Number  (for this destination)

	Etc
	


Case D:
RREQ Re-transmission


Case D1 (destination count = 1, no RREP generation):  


All of the following applies:
· the MP has received and accepted a RREQ – See 11A.1.5.4
· Destination_count = 1

· the MP is not the destination of the RREQ OR the destination of the RREQ is the MAC broadcast address (all 1’s)
· the MP is not the proxy of the destination address.
·  the MP has no active forwarding information for the requested destination

· [Destination Only flag of the destination in the RREQ is ON (DO = 1)] 
OR
[{Destination Only flag of the destination in the RREQ is OFF (DO = 0)} AND {MP has no active forwarding information for the requested destination rreq.destination_address}]

Content for D1:

	Field
	Value

	ID
	Tbd

	Length
	

	Flags
	as received 

	Hop Count

	As received + 1

	Time to Live
	As received – 1

	RREQ ID
	As received

	Originator Address
	As received

	Originator’s Sequence Number
	As received

	Proxied Device Address
	As received

	Lifetime
	As received

	Metric
	As receiver + own metric towards transmitter of received RREQ

	Destination Count
	1

	Per Destination flags #1
	as received

	Destination MAC address #1
	as received

	Destination Sequence Number #1
	as received



Case D2 (destination count = 1, RREP generation as intermediate MP):  


All of the following applies:
· the MP has received and accepted a RREQ – See 11A.1.5.4
· rreq.destination_count = 1

· the MP is not the destination of the RREQ
· the MP has active forwarding information for the requested destination rreq.destination_address

· Destination Only flag of the destination in the RREQ is OFF (DO = 0)

· Reply and Forward flag of the destination in the RREQ is ON (RF = 1)

Content for D2:

	Field
	Value

	ID
	Tbd

	Length
	

	Flags
	as received 

	Hop Count

	As received + 1

	Time to Live
	As received – 1

	RREQ ID
	As received

	Originator Address
	As received

	Originator’s Sequence Number
	As received

	Proxied Device Address
	As received

	Lifetime
	As received

	Metric
	As receiver + own metric towards transmitter of received RREQ

	Destination Count
	1

	Per Destination flags #1
	Bit 0 (DO): 1 (set to 1 before forwarding because MP sent a   RREP)
Bit 1 (RF):  as received

	Destination MAC address #1
	as received

	Destination Sequence Number #1
	as received


Case D3 (destination count > 1): All of the following applies

· the MP has received and accepted a RREQ – See 11A.1.5.4
· there is at least one requested destination left after processing the RREQ according to 11A.1.5.4.

Content for D3:

	Field
	Value

	ID
	Tbd

	Length
	

	Flags
	as received 

	Hop Count

	As received + 1

	Time to Live
	As received – 1

	RREQ ID
	As received

	Originator Address
	As received

	Originator’s Sequence Number
	As received

	Lifetime
	As received

	Metric
	As receiver + own metric towards the transmitter

	Destination Count
	1 ( destination count ( received destination count

received destination count less the number of requested destinations, for which the processing MP

· is the destination or 

· has active forwarding information for the requested destination and the corresponding Destination Only flag is off (DO=0) and Reply and Forward flag is on (RF = 1) 

	For the per destination fields (per destination flags, destination MAC address, destination sequence number) assume the following:

· destination #A: If destination A would have been the only requested destination, it would generate a RREQ for retransmission according to case D1
· destination #B: If destination B would have been the only requested destination, it would generate a RREQ for retransmission according to case D2

	Per Destination Flags #A
	as received

	Destination MAC address #A
	as received

	Destination Sequence Number #A  
	as received

	Per Destination Flags #B
	Bit 0 (DO): 1 (set to 1 because MP sent RREP)
Bit 1 (RF): as received

	Destination MAC address #B
	as received

	Destination Sequence Number #B 
	as received


Case E:
Proactive Root RREQ (original transmission)


All of the following applies: 

· The Root MP is configured to send proactive root RREQs 

· The Root Announcement interval has expired
Content:

	Field
	Value

	ID
	Tbd

	Length
	

	Flags
	Bit 0: As needed (portal role) 

Bit 1: 0 (broadcast)

Bit 2: As needed (proactive RREP)
Bit 3: 0
Bit 4 – 7: Reserved

	Hop Count

	0

	Time to Live
	Maximum number of hops allowed for this IE, e.g. HWMP_NET_DIAMETER.

	RREQ ID
	Previous RREQ ID + 1

	Originator Address
	Root MAC address

	Originator’s Destination Sequence Number
	Previous DSN of root + 1

	Lifetime
	HWMP_PATH2ROOT_TIMEOUT (shall be greater than ROOT_ANNOUNCEMENT_INTERVAL)

	Metric
	0

	Destination Count
	1

	Per Destination
	DO = 1, RF = 1

	
	Address = All ones (broadcast address)

	
	Destination Sequence Number  (none) 


11A. RREQ processing

Received RREQ IEs are subject to certain acceptance criteria. Processing and actions taken depend on the contents of the RREQ and the information available to the receiving MP.

See also 11A.5.3: General rules for message processing 

11A. Acceptance criteria

The RREQ will be discarded if any of the following is true:

· The Originator DSN < previous Originator DSN 

· ( DSN = previous DSN ) AND (updated path metric >= previous path metric )

Otherwise, the RREQ IE will be accepted.

See also 11A.5.3: General rules for message processing 

11A. Effect of receipt

The following applies only to a RREQ that has not been discarded:

1. The receiving MP shall record the RREQ ID, the Originator Address, and entries for each destination MAC Address and DSN

2. The receiving MP shall update the active forwarding information it maintains for the originator and previous hop MPs of the RREQ (see 11A.5.3.7)
3. If the MP is addressed by the RREQ it will initiate the transmission of an RREP to the originator (clause 11A.5.6.3 Case A)

4. If the MP is the proxy of the destination MAC address it will initiate the transmission of an RREP to the originator (clause 11A.5.6.3 Case A).
5. If the bit 3 in hwmp_ie->flags = 1, it should update its proxy table with proxied device address and setting the RREQ originator address as its proxy. 
6. If the MP has active forwarding information to any of the requested destinations and the DO flag for such a destination is OFF (DO=0), it will initiate the transmission of an RREP to each of these destinations (see clause 11A.5.6.3 Case A)
7. If there are destinations in the RREQ that have been not processed in steps 3 or 4 or that have been processed in step 4 but the corresponding Reply and Forward Flag is ON (RF = 1),  the receiving MP shall retransmit the RREQ as defined in 11A.1.5.3, Case D.
8. If the MP is initiating a RREP transmission on behalf of other destination (intermediate reply), it should update its forwarding information by placing the last hop MP (from which it received the RREQ) into the precursor list for the forward route entry for the destination. In addition, this intermediate MP also updates it forwarding information for the MP originating the RREQ by placing the next hop towards the destination in the precursor list for the reverse route entry.
11A. Route Reply (RREP)

This subclause describes the function, generation and processing of the Route Reply IE.

11A. Function

The purpose of the Route Reply Information Element is 

· to establish a forward route to a destination and

· to confirm that a destination is reachable.

11A. RREP information element

	Octets: 1
	1
	1
	1
	1
	6
	4
	6
	6

	ID
	Length
	Mode Flags
	Hopcount
	Time to Live
	Destination Address
	Destination Seq.Num.
	Proxied Device Address
	Originator Address


	4
	4
	6
	4
	1
	6
	4
	
	6
	4

	Lifetime
	Metric
	Source Address #1
	Source Seq. Num. 
	Dependent MP Count N
	Dependent MP MAC Address #1
	Dependent MP DSN #1
	...
	Dependent MP MAC Address #N
	Dependent MP DSN #N


Figure s6: Route Reply Element
Table s4: RREP Element Fields
	Field
	Value/description

	ID
	TBD

	Length
	Length of the IE

	Flags
	Bit 0: (1= proxied device address present, 0 = otherwise) 
1– 7: Reserved

	Hop Count

	The number of hops from the route destination to the local MP

	Time to Live
	Maximum number of hops allowed for this IE

	Destination Address
	MAC address [of the destination for which a route is supplied]

	Destination Sequence Number
	DSN of the originator of the RREP

	Proxied Device Address
	Present only if Bit 0 in Flags = 1. This value is set to the proxied device address  on behalf of which RREP is sent.

	Originator Address
	MAC address [of the originator which started the RREQ]

	Lifetime
	If applicable: reflects the Lifetime of the RREQ this RREP responds to 

	Metric
	The cumulative metric from the route destination to the local MP.

	Dependent MP Count N
	Number of dependent MPs (N)

	Dependent MP MAC Address #
	MAC address of dependent MP

	Dependent MP DSN #
	Destination Sequence Number associated with MAC address of dependent MP


11A. Conditions for generating and sending a RREP

An MP will send out a RREP in the following cases:

Case A: Original transmission


A RREP is transmitted if the MP has received a RREQ fulfilling all of the following conditions:

a. One of the following applies:

· The Destination Address of the RREQ is the same as MAC address of the receiving MP 

· The destination address of the RREQ = all 1’s (broadcast) and the RREP flag is set to 1 (”Proactive RREP”)
· The destination address of the RREQ is currently proxied by the MP.
b. One of the following applies:

· The Originator DSN of the RREQ (rreq.orig_dsn) is greater than the DSN of the last RREQ received from the same originator address (which includes the case that there is no route to the originating MP)

· The Metric is better than the path selection metric currently associated with the Originator Address and the Originator DSN of the RREQ (rreq.orig_dsn) is equal to the DSN of the last RREQ received from the same originator address 

The content of the generated RREP shall be:

	Field
	Value

	ID
	RREP IE ID

	Length
	As required

	Flags
	Bit 0: (1= proxied device address present, 0 = otherwise)

1 – 7: Reserved

	Hop Count

	0

	Time to Live
	Maximum number of hops allowed for this IE

	Destination Address
	Own MAC address

	Destination Sequence Number
	DSN of the originator of the RREP 

	Proxied Device Address
	Present only if Bit 0 in Flags = 1. This value is set to the proxied device address on behalf of which RREP is sent.

	Originator Address
	MAC address of the RREQ originator

	Lifetime
	As per the RREQ that triggered the transmission of this RREP

	Metric
	0

	Dependents 
	As applicable: List of addresses of dependent MPs including MAC address and DSN


Note: the destination address of the action frame carrying the RREP IE is the Originator Address of the RREQ that triggered the RREP.

Case B:
Re-transmission (forwarding)

A RREP is transmitted if all of the following applies:
1. the MP has received and accepted the RREP – See 11A.5.6.4.1
2.  the MP is not the destination of the RREP

Content:

	Field
	Value

	ID
	As received

	Length
	As received

	Flags
	As received

	Hop Count

	As received + 1

	Time to Live
	As received – 1

	Destination Address
	As received

	Destination Sequence Number
	As received

	Proxied Device Address
	As received

	Originator Address
	As received

	Lifetime
	As received

	Metric
	As received + own metric towards the transmitting MP

	Dependents
	As received


Note: the destination address of the action frame carrying the RREP IE is the next hop to the Originator Address of the RREQ or RANN that triggered the RREP.

Case C:
Intermediate reply

A RREP is transmitted if the MP has received a RREQ fulfilling all of the following conditions:

1. The RREQ Destination Only flag is set to 0

2. The receiving MP has  active forwarding information with:

a. A destination which is the same as the Destination Address of the RREQ 

b. A DSN which is greater than or equal to the DSN of the RREQ (rreq.dest_dsn)

c. A route metric which is greater than or equal to the Metric or the RREQ

d. A non-zero lifetime

The content of the generated RREP shall be:

	Field
	Value

	ID
	RREP IE ID

	Length
	As required

	Flags
	Bit 0: 0

 1– 7: Reserved

	Hop Count

	0

	Time to Live
	Maximum number of hops allowed for this IE

	Destination Address
	Destination MAC address from the RREQ

	Destination Sequence Number
	DSN of the stored forwarding information of the Destination MAC address of the RREQ

	Proxied Device Address
	As received

	Originator Address
	As received

	Metric
	0

	Dependents
	As applicable: List of addresses of dependent MPs including MAC address and DSN


Case D: Gratuitous reply
All of the following applies 

· The MP has a route to a root obtained from the root's proactive RREQs broadcast with the "Proactive RREP" flag set to 0 or from the root's RANNs with the "registration" flag set to 0 

· The MP needs to establish a route from the root to it  (needs a bidirectional route between the root and the MP)
The content of the generated RREP shall be:

	Field
	Value

	ID
	RREP IE ID

	Length
	As required

	Flags
	Bit 0: 0

 1– 7: Reserved

	Hop Count

	0

	Time to Live
	Maximum number of hops allowed for this IE

	Destination Address
	Own MAC address

	Destination Sequence Number
	DSN of the originator of the RREP

	Proxied Device Address
	As received

	Originator Address
	Originator of RANN or Proactive RREQ IE

	Metric
	0

	Dependents
	As applicable: List of addresses of dependent MPs including MAC address and DSN


11A. RREP processing

Received RREP IEs are subject to certain acceptance criteria. Processing and actions taken depend on the contents of the RREP and the information available to the receiving MP.

11A. Acceptance criteria

The RREP will be discarded if any of the following is true: 

· The DSN < previous DSN from this originator

· The Time to Live is 1 or less

11A. Effect of receipt

The following applies only to a RREP that has not been discarded

1) The receiving MP shall record the Originator Address, together with the DSN, hopcount and metric according to the rules defined in 11A.5.3.7.

2) The receiving MP may record the list of dependent MPs if present in the RREP.

3) If the receiving MP is not the final destination of the RREP, the RREP is re-transmitted as per Case B above.
4) If the MP re-transmits the RREP, the precursor list for destination address is updated by adding to it the next hop MP to which the RREP is forwarded. In addition, at the MP the precursor list for originator address is updated by adding next hop MP towards the destination address. 
11A. Route Error Information Element (RERR)

This subclause describes the function, generation and processing of the route error IE.

11A. Function

The RERR IE is used for announcing a broken link to all traffic sources that have an active path over this broken link.  The active forwarding information associated with the unreachable destinations should no longer be used for forwarding. 
A RERR IE may be either broadcast (if there are many precursors), unicast (if there is only 1 precursor), or iteratively unicast to all precursors depending on the size of precursor list for the destinations. The RERR IE should contain those destinations that are part of the created list of unreachable destinations and have a non-empty precursor list. The neighboring node(s) that should receive the RERR are all those that belong to a precursor list of at least one of the unreachable destination(s) in the newly created RERR. 

A RERR IE is propagated by MPs receiving a RERR if certain conditions are fulfilled.

An MP generating or receiving a RERR may decide to establish routes to unreachable destinations using any of the available HWMP mechanisms.  

11A. Route Error Information Element

	Octets: 1
	1
	1
	1 (or 4)
	6
	4

	ID
	Length
	Mode Flags
	Num of Destinations
	Destination Address
	Destination MP Seq. Num


Figure s7: Route Error Element
Table s5: Route Error Element Fields

	Field
	Value/description

	ID
	TBD

	Length
	Length of the IE

	Mode Flags
	Bit 0 – 7: Reserved

	Number of Destinations
	Number of announced destinations in RERR (destination address and destination MP sequence number).

	Destination Address
	Detected unreachable destination MAC address

	Destination Sequence Number
	The sequence number of detected unreachable destination MP


11A. Conditions for generating and sending a RERR

A mesh point will send out a RERR in the following cases:

Case A: Original transmission


All of the following applies: 

· The MP detects a link break to the next hop of an active path in its stored forwarding information while transmitting packets to it.  Note: the detection may be triggered by the fact that an MP is unable to forward a data frame to a next hop MP.

· The MP did not send more than HWMP_RERR_RATELIMIT – 1 RERR messages during the last second. 

Actions before sending the RERR:

· The destination sequence numbers in all valid stored forwarding information of unreachable destinations announced in this RERR is incremented by 1.

· The stored forwarding information for each unreachable destination announced in this RERR is invalidated.
· The MP first makes a list of unreachable destinations consisting of the unreachable neighbor and any additional destinations in the local forwarding table that uses the unreachable neighbor as the next hop. 
Content:

	Field
	Value

	ID
	RERR IE ID

	Length
	

	Mode Flags
	Bit 0 – 7: Reserved

	Number of Destinations
	Number of announced unreachable destinations in RERR.

A destination is unreachable if its next hop in the stored forwarding information is an unreachable neighbor.

	Destination Address
	MAC address of detected unreachable destination #1

	Destination Sequence Number
	Last used DSN for Destination Address #1 + 1


Case B:
Re-transmission

All of the following applies: 

· The MP received a RERR from a neighbor for one or more of its active paths in its stored forwarding information.

· The MP has not sent or forwarded more than HWMP_RERR_RATELIMIT – 1 RERR messages during the last second. 
· The MP list of unreachable destinations should consist of those destinations in the RERR   for which there exists a corresponding entry in the forwarding table that has the transmitter of the RERR as the next hop.
Content:

	Field
	Value

	ID
	RERR IE ID

	Length
	

	Mode Flags
	Bit 0 – 7: Reserved

	Number of Destinations
	Number of announced unreachable destinations in RERR (( received value)

A destination is unreachable if its next hop in the corresponding stored forwarding information is the transmitter of the received RERR.

	Destination Address
	MAC address of detected unreachable destination #1 (as received, but maybe at different position in destination list)

	Destination Sequence Number
	as received (but maybe at different position in destination list)


11A. RERR Reception

Received RERR IEs are subject to certain acceptance criteria. Processing and actions taken depend on the contents of the RERR and the information available to the receiving MP.

See also 11A.5.3: General rules for message processing 

11A. Acceptance criteria

The RERR is not discarded if the following applies:

· The MP that receives the RERR has forwarding information stored where 

· the destination is contained in the list of unreachable destinations of the RERR and 

· the next hop is the transmitter of the received RERR

11A. Effect of receipt

The following applies only to RERR that has not been discarded.

1) The destination sequence numbers in all valid stored forwarding information of unreachable destinations announced in this RERR is set to the values taken from the corresponding fields of the RERR (rerr.dsnX) if the latter is greater than the destination sequence number currently stored in the forwarding information (( destination sequence number).

2) The stored forwarding information of unreachable destinations announced in this RERR is invalidated.

3) The receiving MP shall transmit a RERR as defined in 11A.5.4.3, Case B

11A. Proxy Update (PUDT) Request
This subclause describes the function, generation and processing of the PUPT Request IE.

11A. Function

A PUDT Request IE is generated by an MP to inform its root a list of its current proxied device addresses to which its providing meshing service.. 

11A. PUDT Request information element

	Octets: 1
	1
	1
	1
	6
	6

	ID
	Length
	Mode Flags
	Time to Live
	Destination Address
	Originator Address


	2
	6
	
	6

	Number of proxied Devices (N)


	Proxied Device MAC Address #1
	...
	Proxied Device MAC Address #N


Figure s8: PUDT Request Element
Table s6: PUDT Request Element Fields
	Field
	Value/description

	ID
	TBD

	Length
	Length of the IE

	Flags
	Bit 0- 7: Reserved

	Time to Live
	Maximum number of hops allowed for this IE

	Destination Address
	MAC address [of the destination for which PUDT request is sent]

	Originator Address
	MAC address [of the originator which started the PUDT request]

	Number of Proxied Device Address (N)
	Number of proxied device address reported to the root.

	Proxied Device MAC Address
	MAC address of proxied device to which the MP is providing a meshing service.

	
	


11A. Conditions for generating and sending a PUDT Request
An MP will send out a PUDT request in the following cases:

· After the MP powers up and establishes a route to the root.
· MP changes its root due to changes in route or routing metrics

· When a change is made in the local proxy information of the MP due to addition or deletion of entries 

· On a periodic basis to refresh the proxy information at the root.
PUDT request IE is a unicast sent from the MP to its root. This request is repeated after every PUDT_REQUEST_TIMEOUT for MAX_PUDT_REQUEST times until the MP receives a PUDT Reply IE.
The content of the generated PUDT Request shall be:

	Field
	Value/description

	ID
	PUDT request IE ID

	Length
	Length of the IE

	Flags
	Bit 0- 7: Reserved

	Time to Live
	Maximum number of hops allowed for this IE

	Destination Address
	MAC address [of the destination for which PUDT request is sent] 

	Originator Address
	MAC address [of the originator which started the PUDT request]

	Number of Proxied Device Address (N)
	Number of proxied device address reported to the root.

	Proxied Device MAC Address
	List of proxied device MAC addresses to which the MP is providing a meshing service.

	
	


11A. PUDT Request processing

PUDT Request is a unicast sent from an MP to its root. Receiving root shall record the originator address and should update its proxy table with list of proxied device addresses reported in PUDT request setting its proxy as originator address. Similar to the processing rules defined for root MP, forwarding MPs may also update their proxy table based on PUDT request.
11A. Proxy Update Reply (PUDT Reply)

This subclause describes the function, generation and processing of the PUDT Reply IE.

11A. Function

A PUDT reply IE is generated by a root in response to a PUDT Response IE. 

11A. PUDT Reply information element

	Octets: 1
	1
	1
	1
	6
	6

	ID
	Length
	Mode Flags
	Time to Live
	Destination Address
	Originator Address


Figure s9: PUDT Reply Element
Table s7: PUDT Reply Element Fields
	Field
	Value/description

	ID
	PUDT Reply IE ID

	Length
	Length of the IE

	Flags
	Bit 0- 7: Reserved

	Time to Live
	Maximum number of hops allowed for this IE

	Destination Address
	MAC address [of the destination for which PUDT Reply is sent]

	Originator Address
	MAC address [of the originator which started the PUDT Reply]


11A. Conditions for generating and sending a PUDT Reply
It is a unicast sent from the root to the MP which sent the PUDT Request. The content of the generated PUDT Reply shall be:

	Field
	Value/description

	ID
	PUDT Reply IE ID

	Length
	Length of the IE

	Flags
	Bit 0- 7: Reserved

	Time to Live
	Maximum number of hops allowed for this IE

	Destination Address
	MAC address [of the destination for which PUDT Reply is sent] 

	Originator Address
	MAC address [of the originator which started the PUDT Reply]


11A. PUDT Reply processing

On receiving a PUDT Reply IE, the destination MP should stop sending PUDT Request IE .
11A. HWMP parameters

To be added.
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This document provides comment resolution for following CIDs:


4372, 4374, 4859, 489, 4385, 4386, 461, 489, 756, 787, 2254, 2255, 2256, 2259, 2258  





This text is created to address the comments relevant to the RFI2 issue identifier. It adds two new frame formats (Proxy Update Request and Proxy Update Reply) to update an MP’s proxy entry to a root. Interworking section has been updated to handle broadcast frame and sequence number handling for a frame generated by a proxied device. More details in destination sequence number handling is included. It provides update on RREP processing section on how to create and maintain precursor list. It updates RREQ/RREP IE to include a proxied device address. A new section to generate gratuitous RREP is added.
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�Actual implementation of routing/forwarding tables for associated STAs at MAPs is specific to a path selection protocol in use and therefore beyond the scope of the current standard.


� A peer MP is a member of the Mesh network with which a secure link has been established.





�As an optimization, use Address 3 to include the STA address for broadcast frames?


�In case of MP movement, does it still needs to send its dependent MP list? Looks inefficient.
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