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Introduction

Interpretation of a Motion to Adopt

A motion to approve this submission means that the editing instructions and any changed or added material are actioned in the TGn Draft.  This introduction, is not part of the adopted material.

Editing instructions formatted like this are intended to be copied into the TGn Draft (i.e. they are instructions to the 802.11 editor on how to merge the TGn amendment with the baseline documents).

TGn Editor:  Editing instructions preceded by “TGn Editor” are instructions to the TGn editor to modify existing material in the TGn draft.   As a result of adopting the changes, the TGn editor will execute the instructions rather than copy them to the TGn Draft.

Summission Note: Notes to the reader of this submission are not part of the motion to adopt.  These notes are there to clarify or provide context.
Background information

The presence of both A-MSDU and A-MPDU as mandatory features at the receiver has an implication related both to complexity and resource allocation at the receiver.

The resource allocation problem arises because the block ack buffer size is currently defined to be in multiples of the receiver’s supported A-MSDU size.  
A-MSDU and A-MPDU are likely to be used as alternatives – both give a significant performance improvement over the non-aggregated case.   When used in tandem, there is some benefit (~8%) at the expense of more complex scheduling at the transmitter.
So we’re left with the result that the Block Ack reassembly buffers are burdened with support for A-MSDU even when this is not used by the transmitter.
This situation actually damages performance.  A memory-constrained receiver may have to severely reduce the number of BA buffers it supports,  to allow for the 4K A-MSDU size,  even though it may only ever receive 2K MSDUs.   Reducing the number of buffers can limit A-MPDU size and reduce throughput.

The proposal

Negotiate use of A-MSDU per BA agreement.    A-MSDU may always be sent without negotiation using normal ack.
This achieves both goals simultaneously:
· Because data sent under A-MPDU requires BA, it allows a STA that does not want to support A-MSDU over A-MPDU to prevent that from happening.

· It allows reduction in buffer length from 4KB to 2304B to be negotiated per BA agreement.

CIDs affected

TGn has previously approved resolutions to the following CIDs:

	CID
	Part of No Vote
	Clause
	Type
	Resn Status
	Comment
	Proposed Change
	Resolution

	1876
	Y
	5.2.7.2
	DT
	C
	A-MPDU and A-MSDU are performing nearly identical functions. Why are both mechanisms needed?
	Pick one and delete the other. A-MPDU seems more general, since it includes the MAC header and can aggregate more different types of frames. Whichever is retained should be allowed with all possibly PHYs.
	Gen AdHoc: Please Refer to 11-06-755 for an update to 5.2.7 and all subclauses and 5.2.8 for replacement text.

	1987
	Y
	7.2.2.1
	DT
	R
	11n is defining both A-MSDU and A-MPDU, as two different aggregation techniques, but that do essentially the same function.
	Pick one and delete the other. A-MPDU seems more general, since it includes the MAC header and can aggregate more different types of frames. Whichever is retained should be allowed with all possibly PHYs.
	see 4260

	4260
	Y
	7.2.2.1
	DT
	R
	The concept of aggregating small msdu's to fit into one mpdu increases the latcency and does not significantly improve the efficency.  There is a reason that frames are small, i.e. frames carry little critical information but typically have to reach the receiver quickly. Aggregation at the MPDU layer is adequate to utilize queueued frames in the tx queue.
	Remove MSDU aggregation option.
	The simulation results published by the Joint Proposal and earlier results published by TGnSync and WWiSE indicate that A-MSDU on top of A-MPDU aggregation yields an additional performance gain (typically 10-30% in the TGn scenarios).  Increasing the lat

	7194
	Y
	5.2.7.2
	ST
	C
	Table n2 says A-MPDU aggregation is mandatory. On page 30 it is stated that, "Support for A-MSDU is mandatory at the receiver. However, the transmitter is free to use A-MSDU or not based on information such as traffic characteristics and link conditions." Is the implementation optional at the transmitter?
	Clarify the language to indicate if it is mandatory to implement at both the receiver and transmitter.
	Gen AdHoc: Please Refer to 11-06-755 for an update to 5.2.7 and all subclauses and 5.2.8 for replacement text.

	12252
	Y
	7.2.2
	DT
	A
	TCP already does piggback acks whenver possible. So citing TCP acks as a strong case doesn’t help here.
	I would like to see a more reasoning on how A-MSDUs help. Sure, since the phy overhead is so large that it makes sense to send large MSDU/MPDUs, but I would like to see more evidence as to how does it help some typical applications. Can this be used for Real-time applications ?
	accept.  No change to the Draft is necessary because it is not required to justify itself.  The commenter is referred to: 11-05-1266-01-000n-tgn-joint-proposal-mac-results.doc which shows the effectiveness of the overall system,  including A-MSDU, which simultaneously meets challenging real-time QoS constraints for VoIP and video traffic.
The benefit of A-MSDU is easy enough to calculate - it permits 14B of overhead per MSDU compared to 30B of overhead per MPDU - a saving of 16B.  If the average MSDU size is 1500B,  the performance gain is ~1%.   However, for MSDUs of size 256B (which is more realistic of average MSDU sizes),  the performance gain is 6%.

	3727
	Y
	7.2.2.1
	T
	C
	The entire paragraph appears to be normative and I am not sure what it is doing here in clause 7
	Move it to a more appropriate changes
	Accept the proposed change. Edit Notes (D1.03) EMR: <I find it hard to reconcile the commenter's proposed change "move" with the resolution "remove" under an "Accept" classification.

I have implemented a compromise - moving the normative statement "Support for A-MSDU is mandatory at the receiver." to clause 9 (near 9.7a) and deleting the remaining informative text from clause 7.>, to resolution (D1.03):  Accept the commenter's suggestion to remove the paragraph on page 30, lines 7 to 11


The submission proposes the following resolutions to these CIDs:
	CID
	Part of No Vote
	Clause
	Type
	Resn Status
	Comment
	Proposed Change
	Resolution

	1876
	Y
	5.2.7.2
	DT
	C
	A-MPDU and A-MSDU are performing nearly identical functions. Why are both mechanisms needed?
	Pick one and delete the other. A-MPDU seems more general, since it includes the MAC header and can aggregate more different types of frames. Whichever is retained should be allowed with all possibly PHYs.
	Submission 11-06/xxxx reduces the resource impact and complexity at the receiver of having two aggregation mechanism by allowing it to negotiatiate use of A-MSDU over a block ack agreement per block ack agreement.  


	1987
	Y
	7.2.2.1
	DT
	C
	11n is defining both A-MSDU and A-MPDU, as two different aggregation techniques, but that do essentially the same function.
	Pick one and delete the other. A-MPDU seems more general, since it includes the MAC header and can aggregate more different types of frames. Whichever is retained should be allowed with all possibly PHYs.
	Submission 11-06/xxxx reduces the resource impact and complexity at the receiver of having two aggregation mechanism by allowing it to negotiatiate use of A-MSDU over a block ack agreement per block ack agreement.  



	4260
	Y
	7.2.2.1
	DT
	C
	The concept of aggregating small msdu's to fit into one mpdu increases the latcency and does not significantly improve the efficency.  There is a reason that frames are small, i.e. frames carry little critical information but typically have to reach the receiver quickly. Aggregation at the MPDU layer is adequate to utilize queueued frames in the tx queue.
	Remove MSDU aggregation option.
	Submission 11-06/xxxx reduces the resource impact and complexity at the receiver of having two aggregation mechanism by allowing it to negotiatiate use of A-MSDU over a block ack agreement per block ack agreement.  



	7194
	Y
	5.2.7.2
	ST
	C
	Table n2 says A-MPDU aggregation is mandatory. On page 30 it is stated that, "Support for A-MSDU is mandatory at the receiver. However, the transmitter is free to use A-MSDU or not based on information such as traffic characteristics and link conditions." Is the implementation optional at the transmitter?
	Clarify the language to indicate if it is mandatory to implement at both the receiver and transmitter.
	Submission 11-06/xxxx reduces the resource impact and complexity at the receiver of having two aggregation mechanism by allowing it to negotiatiate use of A-MSDU over a block ack agreement per block ack agreement.  

Both A-MPDU and A-MSDU are optional at the transmitter and individually mandatory at the receiver.

	12252
	Y
	7.2.2
	DT
	A
	TCP already does piggback acks whenver possible. So citing TCP acks as a strong case doesn’t help here.
	I would like to see a more reasoning on how A-MSDUs help. Sure, since the phy overhead is so large that it makes sense to send large MSDU/MPDUs, but I would like to see more evidence as to how does it help some typical applications. Can this be used for Real-time applications ?
	Submission 11-06/xxxx reduces the resource impact and complexity at the receiver of having two aggregation mechanism by allowing it to negotiatiate use of A-MSDU over a block ack agreement per block ack agreement.  

The commenter is referred to: 11-05-1266-01-000n-tgn-joint-proposal-mac-results.doc which shows the effectiveness of the overall system,  including A-MSDU, which simultaneously meets challenging real-time QoS constraints for VoIP and video traffic.
The benefit of A-MSDU is easy enough to calculate - it permits 14B of overhead per MSDU compared to 30B of overhead per MPDU - a saving of 16B.  If the average MSDU size is 1500B,  the performance gain is ~1%.   However, for MSDUs of size 256B (which is more realistic of average MSDU sizes),  the performance gain is 6%.


Changes to the TGn Draft
7.3.1.14 Block Ack Parameter Set field

The Block Ack Parameter Set field is used in ADDBA frames to signal the parameters for setting up a Block Ack. The length of the Block Ack Parameter Set field is 2 octets. The Block Ack Parameter Set field is illustrated in  Figure 49.

	B0
	B1
	B2  B5
	B6 B15

	A-MSDU Supported
	Block Ack Policy
	TID
	Buffer Size


The A-MSDU Supported subfield determines whether an A-MSDU may be carried in a QoS data MPDU sent under this Block Ack agreement.  When set to 1, use of A-MSDU is permitted.  When set to 0, use of A-MSDU is not permitted.
The Block Ack Policy subfield is set to 1 for immediate Block Ack and 0 for delayed Block Ack. The Block Ack Policy subfield value assigned by the originator of the QoS data frames is advisory. 

The TID subfield contains the value of the TC or TS for which the Block Ack is being requested.

The Buffer Size subfield indicates the number of buffers of size 2304 octets available for this particular TID.19 Each buffer is capable of holding an MSDU or A-MSDU of maximum size as indicated by the A-MSDU Supported field. a  
In an ADDBA Request frame, the Buffer Size subfield is intended to provide guidance for the frame receiver to decide its reordering buffer size and is advisory only. If the Buffer Size subfield is set to 0, it implies that the originator of the Block Ack has no information to specify its value. In an ADDBA Response frame, when the Status Code field is set to 0, the Buffer Size subfield is set to a value of at least 1.

Change footnote 19 in 7.3.1.4 as follows:

19For buffer size, the recipient of data advertises a single scalar number that is the number of maximum-size fragment buffers of the maximum MSDU or A-MSDU size (indicated by the A-MSDU Supported Field) available. Every buffered MPDU will consume one of these buffers regardless of whether the frame contains a whole MSDU, A-MSDU or a fragment of an MSDUthereof. In other words, ten maximum-size unfragmented MSDUs will consume the same amount of buffer space at the recipient as 10 small fragments.

TGn Editor, change 9.7b as follows:
9.7b 
A-MSDU operation

Support for A-MSDU is mandatory at the receiver, where the A-MSDU is carried in a single (i.e. non A-MPDU) QoS Data MPDU under Normal Ack policy.    Use of A-MSDU carried in a QoS Data MPDU under a Block Ack agreement is determined per Block Ack agreement.
A STA shall only transmit an A-MSDU within a QoS Data MPDU under a Block Ack agreement if the recipient indicates support for A-MPDU by setting the A-MPDU Supported field to 1 in its ADDBA response frame.
The A-MSDU lifetime is defined as the maximum lifetime of its constituent MSDUs. An A-MSDU may be transmitted until its lifetime expires or it is received correctly at the receiver.

NOTE 1—This implicitly allows an MSDU that is a constituent of an A-MSDU to potentially be transmitted after the expiration of its lifetime.

NOTE 2—Selecting any other value for the time-out would result in loss of MSDUs. Selecting the Maximum value avoids this at the cost of transmitting MSDUs that have exceeded their lifetime. 

A STA shall not transmit an A-MSDU to a STA that exceeds its Maximum A-MSDU Length capability.

NOTE 3—Support for A-MSDU aggregation does not affect the maximum size of MSDU transported by the MA-UNITDATA primitives.

An A-MSDU is composed of MSDUs with the same TID value.  The channel access rules for a QoS Data MPDU carrying an A-MSDU (or fragment thereof) are the same as a Data MPDU carrying an MSDU (or fragment thereof) of the same TID. 
· Setup and modification of the Block Ack parameters

Chnage Change the first paragraph of 9.10.2 as follows:

A QSTA STA that intends to use the Block Ack mechanism for the transmission of QoS data frames to a peer peerSTA should first check whether the intended peer QSTA STA is capable of participating in Block Ack mechanism by discovering and examining its Delayed Block Ack and Immediate Block Ack capability bits. If the intended peer QSTA STA is capable of participating, the originator sends an ADDBA Request frame indicating the TID for which the Block Ack is being set up. The Block Ack Policy and Buffer Size fields in the ADDBA Request frame are advisory and may be changed by the recipient for an ADDBA setup between a non-HT QSTASTA. The Buffer Size field in the ADDBA Request frame is advisory and may be changed by the recipient for an ADDBA setup between HT STAs. The When the Block Ack Policy field subfield value is set to 1 is not advisory for by the originator of an ADDBA setup request frame between HT STAs and STAs, then the ADDBA response frame accepting the recipient ADDBA request frame shall set not contain any value other than 1 in the Block Ack Policy subfield value to 1 in its ADDBA responsesubfield. (Ed: CID 1255) The receiving QSTA STA shall respond by an ADDBA Response frame. The receiving QSTASTA, which is the intended peerpeerSTA, has the option of accepting or rejecting the request. When the QSTA STA accepts, then a Block Ack agreement exists between the originator and recipient. When the QSTA STA accepts, it indicates the type of Block Ack and the number of buffers that it shall allocate for the support of this block. If the receiving QSTA STA rejects the request, then the originator shall not use the Block Ack mechanism. 

The A-MSDU Supported field indicates whether an A-MSDU  may be sent under the particular Block Ack agreement.   The originator sets this field to 1 to indicate that it might transmit A-MSDUs with this TID.  The recipient sets this field to 1 to indicate that it is capable of receiving A-MSDU with this TID.
NOTE-The recipient is free respond with any A-MSDU supported setting.   If the value in the ADDBA response frame is not acceptable to the originator,  it can delete the Block Ack agreement and transmit data using normal acknowledgement.

Notice: This document has been prepared to assist IEEE 802.11. It is offered as a basis for discussion and is not binding on the contributing individual(s) or organization(s).  The material in this document is subject to change in form and content after further study. The contributor(s) reserve(s) the right to add, amend or withdraw material contained herein.
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Abstract


This document contains proposed changes to the IEEE P802.11n Draft related the following LB84 comments:


1876, 1987, 4260, 7194, 12252 – for reconsideration by TGn





The changes marked in this document are based on TGn Draft version D1.06.
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