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Instruction to Editor: Renumber clause 11A.2.5 as 11A.3 and replace the contents of this clause with the following (renumbering following subclauses of 11A as appropriate)
11A. Interworking Framework
11A.3.1 Overview of Interworking in a WLAN Mesh

This clause describes the behavior of a Mesh Portal (MPP) to enable bridging of a layer-2 WLAN Mesh to other 802 LAN segments in a manner compatible with IEEE 802.1D. 


[image: image1]
Figure s1: The logical architecture of a Mesh Portal (MPP). 
The interaction between WLAN Mesh route selection and layer-2 bridging occurs at the MPP. The MPP consists of an MP (i.e. it has the behavior of a Mesh Point) collocated with bridging functionality, e.g., based on 802.1D. The bridging functionality defines the external (relative to the mesh network) behavior of the MPP and is outside the scope of this standard.  In general, a mesh network with one or more portals, will behave as a wired LAN segment with one or more bridges.

MPPs use the MPP Announcement Protocol described below to inform other MPs of their presence. Enabling the Announcement Protocol in a given MPP is outside the scope of this document. 

11A.3.2 MPP Announcement Protocol

This subclause describes the function, generation and processing of the Portal Announcement IE. This IE may be sent in a management frame, possibly in combination with other IEs.
11A.3.2.1 Function

The Portal Announcement IE is used for announcing in the mesh the presence of a MP configured as a Portal MP (which has a live connection to an external network).  MPs may use this information to increase the efficiency of communication with stations outside the mesh.

An MP which receives a Portal Announcement (PANN) message shall retransmit the PANN as described below but may ignore its content.

11A.3.2.2 PANN information element
Figure s2: PANN  Element
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	Time to Live
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Table s1: PANN Element Fields
	Field
	Value/description

	ID
	TBD

	Length
	Length of the IE

	Flags
	Not used

	Hop Count
	The number of hops from the Originator to the MP transmitting the request

	Time to Live
	Maximum number of hops allowed for this IE

	Originator Address
	Portal MAC address

	Sequence Number
	A sequence number specific for the originator.

	Metric
	The cumulative metric from the Originator to the MP transmitting the announcement.


11A.3.2.3 Conditions for generating and sending a PANN
An MP will send out a PANN in the following cases:

Case A: Original transmission


All of the following applies: 

· The MP is configured as a Portal MP 

·  At every PORTAL_ANNOUNCEMENT_INTERVAL 

Content:

	Field
	Value

	ID
	PANN IE ID

	Length
	As required

	Flags
	Not used

	Hop Count

	0

	Time to Live
	Maximum number of hops allowed for this IE

	Originator Address
	Own MAC address

	Sequence Number
	A sequence number specific for the originator.

	Metric
	0


Case B:
Re-transmission

All of the following applies:
· The MP has received a PANN

· PORTAL_PROPAGATION_DELAY has expired
· The decremented TTL of the PANN is equal to or greater than 1
Content:

	Field
	Value

	ID
	As received

	Length
	As received

	PANN Flags
	As received

	Hop Count

	As received + 1

	Time to Live
	As received – 1

	Originator Address
	As received

	Sequence Number
	As received

	Metric
	As received + own metric towards the transmitting MP


11A.3.2.4 PANN processing

Received PANN IEs are subject to certain acceptance criteria. Processing depends on the contents of the PANN and the information available at the receiving MP.

11A.3.2.4.1 Acceptance criteria

The PANN will be discarded if the DSN of the PANN is lower then the DSN of the PANN previously received from this portal
11A.3.2.4.2 Effect of receipt

The following applies only to PANN messages that were not discarded during the check described in 11A.3.2.4.1 above.
1)  The receiving MP shall initiate a PANN_PROPAGATION_DELAY

2) The receiving MP shall transmit a PANN as defined in 11A.3.2.3, Case B

11A.3.3 MP behavior  

When an MP receives PANN messages sent by MPPs in the mesh, it processes these messages and records the MAC addresses and route metrics to all active MPPs in the mesh.

When an MP has a data message to send, it first follows the data forwarding procedures defined in 11A.2.4.  If the MP is not able to determine an intra-mesh route to the destination MAC address, the MP shall assume that the destination is outside the mesh and it shall forward the message to all active MPPs in the mesh (see MPP Egress message handling below).  

11A.3.4 MPP behavior

MPPs may participate in transparent layer-2 bridging, allowing users to build networks that include a WLAN Mesh in combination with other layer-2 networks.  The bridging functions of an MPP are outside the scope of this standard.

MPPs learn the addresses of the MPs and of devices attached to these MPs through 

a) the usual bridge learning process

b) the receipt of routing messages

11A.3.4.1 Egress message handling
A packet sent by a MP in the WLAN Mesh has the following possible final destinations:

1) A node or attached device that the MPP knows is inside the Mesh
In this case the MPP forwards the packet to the destination MP.
2) A node that the MPP knows is outside the Mesh
In this case the MPP forwards the packet on the external network.

3) A node unknown to the MPP

In this case the MPP forwards the packet on the mesh and on the external network.

11A.3.4.2 Ingress message handling
A packet received by an MPP from an external network (i.e., not from the mesh) has two possible destinations:

1) A MP or attached station that the MPP knows is inside the Mesh
In this case the MPP forwards the packet to the destination MP.
2) A node unknown to the MPP

In this case the MPP has two options: 

a) To attempt to establish a route to the destination

b) To broadcast the packet within the mesh

The criteria for making this choice are outside the scope of this standard.
11A.3.5 Operational Considerations (informative)

11A.3.5.1 Formation and Maintenance of the IEEE 802.1D Spanning Tree

No special action is required to support formation of the 802.1D spanning tree.  Spanning tree control messages are typically delivered to bridges in multicast packets.  These packets are data packets from the point of view of the WLAN Mesh.

11A.3.5.2 Node Mobility 
Node mobility in a bridged network can be within or between physical LANs.   Four cases can occur:

· Mobility of a node within the mesh.  This kind of mobility is handled through the mesh path selection mechanisms.
· A node may move from one LAN outside the Mesh to another LAN outside the Mesh.  In this case, the MPPs through which the node can be reached by nodes in the mesh may change.  This case occurs in typical bridged networks and can be handled through bridge learning and timing out of old bridge table entries.  
· A node may move from inside the Mesh to outside the Mesh.  When an on-demand routing protocol is used, the movement is detected through the route maintenance mechanisms of the protocol, which triggers route repair procedures.  When a proactive routing protocol is used, node failure and information on the new whereabouts of an node are disseminated during triggered and periodic route update rounds. 

· A node may move from outside the Mesh to inside the Mesh.   See 11A.3.3 above.
11A.3.5.3 VLAN support in a WLAN Mesh

A WLAN mesh behaves as a LAN segment which delivers data frames between MPs within the mesh and MPPs which connect the mesh to an external LAN segment, as described above. In order to be conformant with external IEEE 802 networks, a WLAN mesh is required to be compatible with the IEEE 802 architecture, including IEEE802.1D, IEEE802.1Q and IEEE802.1F.

For example, when VLAN tagging as defined in IEEE802.1Q is used, a WLAN mesh network is required to carry VLAN tag information between an MP and an MPP. 

A VLAN tag consists of two fields: TPID (The Tag Protocol Identifier) and TCI (The Tag Control Information). TPID is two octets in length and used to represent MAC protocol type. The TCI is two octets in length and contains user_priority, CFI and VID (VLAN Identifier) fields.
IEEE802.1Q defines two header formats: Ethernet-encoded header and SNAP-encoded header. The Ethernet-encoded header format requires a change to the IEEE 802.11 MAC header to adopt a VLAN tag field, whereas the SNAP-encoded header does not require any revisions of the IEEE 802.11 MAC header. 
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Abstract


This contribution proposes replacement text for clause 11A.2.5 “Interworking Framework” in P802.11s D0.04.
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