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Instruction to Editor: Update clause 5.2.7 as follows
5.2.7 Wireless LAN Mesh (Informative)
5.2.7.1 Rationale

The networks described in this document make use of layer-2 mesh path selection and forwarding (that is, a mesh network that performs routing at the link layer). Mesh networks have advantageous properties in terms of robustness, range extension and density, but also have significant potential disadvantages. In particular, power consumption and security are typical problems with such networking topologies. In addition, any implementation of a mesh network cannot assume that all devices will use this new protocol. The approach described in this document is specifically designed to address all of these problems.

5.2.7.2 Introduction to WLAN Mesh
In most wireless local area network (WLAN) deployments today, there is a clear distinction between the devices that comprise the network infrastructure and the devices that are clients that use the infrastructure to gain access to network resources.  The most common WLAN infrastructure devices deployed today are access points (APs) that provide a number of services, in particular: support for power saving devices, for which it buffers traffic, authentication services, and access to the network.  APs are usually directly connected to a wired network (e.g., 802.3), and simply provide wireless connectivity to client devices rather than utilizing wireless connectivity themselves.  Client devices, on the other hand, are typically implemented as stations (STAs) that must associate with an AP in order to gain access to the network.  These simple STAs are dependent on the AP with which they are associated to communicate. The non-mesh WLAN deployment model and device classes are illustrated in Figure s1.

[image: image1.png]& 4 ar
%%“{8’ %%STA




Figure s1: Non-mesh 802.11 deployment model and device classes.
There is no reason, however, that many of the devices under consideration for use in WLANs cannot support much more flexible wireless connectivity. Dedicated infrastructure class devices such as APs should be able to establish peer-to-peer wireless links with neighboring APs to establish a mesh backhaul infrastructure, without the need for a wired network connection to each AP. Moreover, in many cases devices traditionally categorized as clients should also be able to establish peer-to-peer wireless links with neighboring clients and APs in a mesh network. 

An example WLAN Mesh is illustrated in Figure s2. Mesh points (MPs) are entities that support WLAN mesh services, i.e. they participate in the formation and operation of the mesh network.  Higher layer protocols and applications may optionally be implemented above the MAC_SAP of a MP (the details of which are beyond the scope of this standard). A Mesh Point may be collocated with an Access Point, a configuration referred to as a Mesh Access Point (MAP).  Such a configuration allows a single device implementation to logically provide both mesh services and AP services simultaneously.  STAs may associate with Mesh APs to gain access to the (mesh) network.  STAs do not participate in WLAN Mesh Services such as path selection and forwarding, etc.  Figure s3 illustrates the set diagram relationship between STAs, MPs, and MAPs.
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Figure s2: WLAN Mesh Containing MPs, MAPs, and STAs.
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Figure s3: Set Diagram of Station, Mesh Point, and Mesh AP

Mesh points may operate with different levels of functionality. Table s25 in Annex P.1 describes several examples of WLAN Mesh related entities (MPs and entities that exhibit MP functionalities, such as MAPs) with different levels of functionality.
5.2.7.3 Organization of WLAN Mesh subclauses (Informative)
The remainder of this document is organized as follows:
	Functional Area
	Clause

	Frame Formats
	7

	Mesh Security
	8.8

	Common Channel Framework (CCF)
	9.14

	Mesh Deterministic Access (MDA)
	9.15

	Mesh Discovery and Peer Link Establishment
	11A.1

	Mesh Path Selection, Forwarding, and Interworking
	11A.2, 11A.3, 11A.4, 11A.5

	Intra-Mesh Congestion Control
	11A.6

	Mesh Beaconing and Synchronization
	11A.7

	Power Management in a Mesh
	11A.8


Instruction to Editor: Move clause 5.2.7.2.1 to Annex P.1, inserting as new subclause P.1.1
5.2.7.3.1 Lightweight mesh point operation

Lightweight mesh points (LWMPs) are minimal functionality mesh points. They support a subset of mesh point functionality and are able to communicate only with their neighbors. Such MPs can have extremely lightweight implementation. This functionality can be achieved as a subset of full functionality, e.g. by having such LWMPs adopt “Null” routing profiles. This indicates to neighbors that these MPs are unable to provide functions such as routing.  The choice of not using all MP functions does not require any modification to mesh services specification.  Table s25 in Annex P.1 summarizes applicability of various WLAN Mesh related functions to lightweight mesh points.
Instruction to Editor: Move clause 5.2.7.2.2 to 11A.8, inserting as new subclause 11A.8.1
5.2.7.3.2 Support for Power Saving Devices in a WLAN Mesh

The need for power save in a mesh environment depends on specific scenarios of operation. In certain scenarios where the MPs are all MAPs or only carry backbone traffic, the devices may not be expected to be power constrained. Specifically MAPs are expected to be awake all the time. However, in scenarios with lightweight and non-forwarding MPs, power save can be useful. Specifically, MPs that are lightweight or non-forwarding may be expected to be power constrained. Thus, power saving in MPs is specified as an optional feature in this document. The expectation is that devices manufactured to operate in specific scenarios will choose to implement power save mechanism, while other devices may be spared the additional overhead of supporting it. 

Some aspects of optional power save support are as follows. The capability to support power save is advertised by MPs. In case a neighbor of an MP does not support power save, the MP may take one of two approaches. It may choose not to communicate with that particular neighbor and still go into power save, or it may choose to not use power save mechanism and continue communication with that neighbor. An MP supporting power save may reject a peer link establishment attempt from another MP if this MP does not supporting power save. MPs supporting power save may operate in power save mode only if all the MPs they have established peer links with support power save. Lightweight MPs may communicate with neighbors without association. If they choose to operate in power save mode, they are aware that communication with non supporting neighbors is not possible. The decision of whether to go in power save mode or not has to be made considering the power versus communication constraints. Such a decision can be changed dynamically.

In certain scenarios, devices may also choose to operate in STA mode and use the power save service through an AP.  While such functionality is beyond the scope of this specification, this example is included here for completeness. Such a scenario is particularly attractive in the case power save support from mesh point neighbors is not available, but a MAP is available in vicinity. It should be noted that the choice of mesh versus non-mesh device class or role can be made dynamic; that is, a consumer electronic device such as a camera could configure itself as a mesh device when AC powered, but may configure itself as a simple client STA when operating from a battery.  
Instruction to Editor: Move clause 5.2.7.3 to 11A.1.7, inserting as new subclause 11A.1.7.1
5.2.7.4 Single-Channel and Multi-Channel Operation in a WLAN Mesh

In its simplest form, a WLAN Mesh operates only on one channel. For multi-channel operation, devices either need multiple radios or channel switching capability. Devices with more than one radio interface tune each radio interface to a different channel. Optionally, devices with switching capability can dynamically switch to any of the available channels for a short period. An overview of the resulting multi-channel operation is provided here.
5.2.7.4.1 RF Channel Interfaces and Unified Channel Graphs

A WLAN Mesh network topology may include mesh points with one or more radio interfaces and may utilize one or more channels for communication between mesh points. When channel switching is not supported, each radio interface on a mesh point operates on one channel at a time, but the channel may change during the lifetime of the mesh network according to DFS requirements. The specific channel selection scheme used in a WLAN Mesh network may vary with different topology and application requirements. Figure s3 illustrates three example mesh point channel allocation schemes. Figure s3 (a) illustrates a simple deployment case with single interface mesh points using a single channel throughout the mesh network.  This specification includes a protocol to enable a set of mesh point radio interfaces to coalesce to a common channel for communication to enable this type of simple topology (see Clause 11A.1.7.3). Figure s3 (b) and (c) illustrate two advanced channel allocation schemes in which one or more mesh points have more than one radio interface and more than one channel is used across the mesh network. Flexibility is supported to allow implementation of many different possible advanced channel allocation schemes to meet special application requirements. 
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Figure s3: Example channel configurations in a WLAN Mesh.

Note that in each of the example topologies in Figure s3, two or more mesh point radio interfaces are connected to each other using a common channel. A set of mesh point radio interfaces that are interconnected to each other via a common channel is referred to as a unified channel graph (UCG). The same device may belong to different UCGs. As illustrated in Figure s4, a simple, single-channel mesh network has only one UCG, while more sophisticated topologies may include multiple UCGs. A framework is provided for coordinated switching of the channel used within a UCG when it is necessary for channels to change in an operating mesh network, e.g., due to regulatory DFS requirements. Each UCG in a WLAN Mesh shares a common channel precedence value which may be used to coalesce (see 11A.1.7.3) or switch the channel in the UCG (see 11A.1.7.4).
 [image: image5.emf]UCG #1

UCG #2

UCG #3

UCG #4

UCG #5


Figure s4: Example unified channel graphs in a WLAN Mesh.  
Instruction to Editor: Move clause 5.2.7.3.2 to 9.14, inserting as new subclause 9.14.1
5.2.7.4.2 Common Channel Framework
Common channel framework (CCF) enables multi-channel operation of devices with a single and multiple radio interfaces. The basis of this framework, detailed in Clause 9.14, is the common channel in a UCG. To STAs, APs and MPs that do not support the CCF, the common channel appears as any other channel and their operation remains unaffected. 
Using the CCF device pairs, or clusters, select a different channel and switch to that channel for a short period of time, after which they return to the common channel. During this time, devices exchange one or more DATA frames. The channel coordination itself is carried out on the common channel by exchanging control frames or management frames that carry information about the destination channel. In this way, simultaneous transmission on multiple channels is achieved which in turn results in increased aggregate throughput.

The capability of switching the channel within a predetermined time allows an MP with single radio interface (single-radio MP) to operate in multi-channel environments without necessarily having multiple radio interfaces. In the first instance, channel switching is restricted to those channels that are largely inactive. Devices that support the common channel framework for multi-channel operation indicate this using the ‘multi-channel capability’ field in the WLAN mesh capability information element (IE) (See clause 7.3.2.36). Peer nodes that support the multi-channel capability can communicate on the basis of CCF.  
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Figure s5: Example of multi-channel operation of single-radio devices based on the common channel framework. 
Within the CCF, multi-channel operation of single-radio MPs is facilitated by defining a channel coordination window (CCW) that is repeated periodically. The period of the repetition is P. CCF-enabled MPs tune to the common channel at the start of every CCW. In doing so, MPs in radio range are connected as shown in Figure s5.

During and after CCW, MPs are able to select different destination channels and carry out simultaneous transmissions on these channels. The parameters P and CCW are distributed on the common channel using the WLAN mesh capability IE of the beacons. 
The common channel framework facilitates channelization between BSS and WDS traffic in that an MAP may switch to the BSS channel after CCW, thereby enabling the MAP to handle WDS as well as BSS traffic. The framework also facilitates channelization within WDS, for instance, by allowing the formation of ad-hoc clusters that switch to the agreed-upon channels after CCW.

5.2.7.4.3 Common Channel Selection

There are a number of issues in selecting the common channel:

If multiple devices are powered on simultaneously, they may select random initial channels (since not all of them may be visible to each other at that time) resulting in a disjoint network. A process using existing discovery means is required that permits the nodes to change channel in a controlled way such that the mesh becomes merged and hence fully connected.
The mesh as a whole is required to perform dynamic frequency selection (DFS) and radar avoidance to meet regulatory requirements (e.g., in the middle 5GHz bands). DFS operation needs to be globally orchestrated such that, from the point of view of STAs, behavior is in line with clause 11.10.7.1; STAs must not require any special protocol.

In some types of network, choices may be made by a managed node or an advanced channel allocation algorithm, e.g., such that a management console or application can be used to specify channels or ranges of channels.

This functionality is achieved by means of channel precedence indicators.  Each unmanaged node selects a random number (its local precedence indicator) and includes it with beacons and probe response messages.  Each managed node either selects a value at random or has one specified, but the ranges of values for managed and unmanaged nodes are non-overlapping and managed nodes always have higher values.  Every node maintains the value of the highest known precedence indicator in the network, and all nodes will identify the same highest value (see below for multiple channel networks). This highest value is the channel precedence indicator, and indicates a precedence value for the mesh, which is broadcast in beacons by all mesh points. When two or more disjoint mesh networks (that share a Mesh ID) discover each other, the one with the lower precedence value changes channel in order to merge with the other.

This basic mechanism is then extended to account for the fact that it is possible for nodes to have more than one radio interface, meaning that a mesh point device can span more than one communications channel. In this case, each radio interface may have its own channel precedence indicator space. These factors are taken into account in the channel selection and channel precedence indicator determination, and are described in detail in later sections.
Instruction to Editor: Move clause 5.2.7.4 to 11A.2.5, inserting as new subclause 11A.2.5.1
5.2.7.5 Interconnecting WLAN Mesh with other Networks

A WLAN Mesh network is a layer 2 network that functions as a traditional IEEE 802-style LAN.  Effectively, this means that a WLAN Mesh network appears functionally equivalent to a broadcast Ethernet from the perspective of other networks and higher layer protocols.  Thus, it must appear as if all Mesh Points and Mesh APs in a WLAN Mesh are directly connected at the link layer.  The protocols described in this document hide the details of this functionality from higher layer protocols by transparently providing multi-hop broadcast and unicast data delivery at layer 2 within the mesh.

5.2.7.5.1 General Interworking

In order for a WLAN Mesh to behave as a traditional 802-style LAN, it must be possible to interconnect the mesh with other networks using both layer 2 bridging and layer 3 internetworking.  Figure s6 (a) illustrates an example network where two WLAN Mesh LANs are bridged with 802.3 LAN segments.  In this example, each Mesh Point collocated with a mesh Portal (MPP) acts as a bridge, connecting the mesh to another LAN using standard bridge protocols (e.g., 802.1D).  This configuration effectively creates a single logical layer 2 subnet LAN spanning both meshes and two 802.3 LAN segments.  Figure s6 (b) illustrates an example network where the two WLAN Mesh LANs are internetworked with 802.3 LAN segments using layer 3 routing (e.g., IP).  In this example, the the devices where MPP is implemented also includes IP gateway functionality, resulting in a network with multiple interconnected subnet LANs.

One or more meshes may be connected to each other through Mesh Portals (see Figure s6 (b)).  This may be useful, for example, when different meshes are running different routing protocols, or are configured differently.

[image: image7.emf]Mesh

Portal

Mesh

Portal

Mesh

Portal

Bridge

802.3 LAN

A B

C

Mesh

Portal

Mesh

Portal

Mesh

Portal

IP

Router

802.3 LAN

A B

Subnet 1

Subnet 1

Subnet 4

Subnet 3

(a)

(b)

Subnet 2


Figure s6: Connecting a WLAN Mesh with other LANs via Mesh Portals.  (a) Layer 2 bridging.  (b) Layer 3 internetworking.  
5.2.7.5.2 Reference Model for WLAN Mesh Interworking
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Figure s7: Reference model for WLAN Mesh interworking.

As shown in Figure s7, the WLAN Mesh MAC entity appears as a single port to an 802.1 bridging relay or L3 router.  Mesh portals expose the WLAN mesh behavior as an 802-style LAN segment.  The mesh appears as a single loop-free broadcast LAN segment to the 802.1 bridge relay and higher layers.

5.2.7.5.3 MAC Data Transport over a WLAN Mesh
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Figure s8: MAC data transport over a WLAN Mesh.

As shown in Figure s8, WLAN Mesh is transparent to higher-layers. Internal L2 behavior of WLAN Mesh is hidden from higher-layer protocols under the MAC-SAP.
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This contribution proposes editorial improvements to Clause 5.2.7.
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