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1 Introduction
This document describes secondary metrics and associated test methodologies for characterizing Latency Sensitive Use cases.  Specifically, these metrics are: Packet Loss, Latency and Jitter.
Latency Sensitive Use cases are applications which require a minimum network quality of service.  This quality of service is characterized by latency guarantees, jitter limits and packet loss thresholds.  These applications typically have low to medium bandwidth requirements.  VOIP and video teleconferencing are examples of a Latency Sensitive Usage case. 
Add the following text to section 3.2 (Definitions) of the 802.11.2 draft:

Packet Loss.  Packet Loss is a secondary metric that measures packets lost in transmission over a data network between two endpoints – a transmitter and a receiver.  
Latency.  Latency is a secondary metric that measures the latency between the packet transmission and the packet reception over a data network between two endpoints – a transmitter and a receiver.
Jitter.  Jitter is a secondary metric.  Jitter is an estimate of the statistical variance of data packet interarrival time.  
Add the following text to section 3.3 (Abbreviations and acronyms) of the 802.11.2 draft:

AETE

AP Emulation Test Equipment

SETE

Station Emulation Test Equipment

Add the following text at a suitable place in the 802.11.2 draft:

The most commonly used model for computing voice quality is specified by the ITU-T Recommendation G.107.  E-Model is a complex formula based on 20 variables (Table 2, G.107) including different sources of noise, signal echo, delay and other factors.  This model has evolved over the years and the latest version incorporates terms, such as packet loss rate, that are significant for VoWiFi and other packetized voice transmission protocols.

The model estimates the conversational quality from mouth to ear as perceived by the user at the receive side.
Today only random losses have been incorporated in the E-model. However, loss-distributions, for which the probability of losing a packet, if the previous packet has been lost is different from that of losing a packet, if the previous packet has been received, should also be considered.  BSS Transition results in a burst of packet loss and commonly accepted limit on the transition time is 50ms.  Transition time metric is specified in section x.x.x of this document.
Note that the delay and loss parameters should be considered in the larger context of a complete end-to-end voice system.  That is, the latency and loss methodologies described in this document apply only to the 802.11 portion of the voice link.  The results from these methodologies should be incorporated into a larger system budget for packet loss and delay to produce a prediction of the end-to-end R-factor, and hence voice quality.
2 Packet Loss
2.1 Introduction and Purpose

The purpose of this test is to measure the Packet Loss of Latency-Sensitive Usage case applications over 802.11 networks.  Packet loss is illustrated in Figure 1 below.
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Figure 1 – Illustration of Packet Loss

Packet Loss is a secondary metric that measures packets lost in transmission over a data network between two endpoints – a transmitter and a receiver.  The Packet Loss Metric is defined as a percentage; specifically, the number of packets lost divided by the number of packets expected.

Packet Loss is measured between a transmitter and a receiver, so in the case where two endpoints are both transmitting and receiving data packets to each other, two different Packet Loss measurements are required, one in the upstream direction and one in the downstream direction.

A packet is not lost, on an 802.11 interface if an ACK is transmitted by the receiver in response to receiving a packet.  802.11 Transmission Retries after a failure to receive an ACK do not count as lost packets.

Example calculation:

If 100 packets are transmitted by one endpoint and 98 packets are received by the other endpoint, then the Packet Loss is .02 or 2%.

Packet Loss can negatively effect latency-sensitive applications. This methodology explains how to characterize Packet Loss over different 802.11 configurations.  

The Packet Loss test presented in this section measures packet loss as a function of signal strength, packet loss as a function of QOS traffic and Packet Loss as a function of best-effort background traffic.
Two different 802.11 configurations are presented, and a test approach to measure Packet Loss is defined.  Packet loss measurement can be performed with emulation devices or real devices.    The emulation method is appropriate for testing infrastructure capacity, but capacity can also be tested in the AP configuration with real devices.
2.2 Station Test Configuration
The Station Test Configuration is used to test the Packet Loss of an 802.11 STA as is applicable to a latency-sensitive usage case.
Packet loss in this configuration explicitly measures packet loss at the 802.11 PHY layer.  If the STA PHY does not generate an 802.11 ACK Control Frame for an 802.11 that was transmitted to it, then that packet is considered lost.  

The measurements in this configuration are taken at test point 2 and test point 3 in figure 2.
2.2.1 Station Test Resource Requirements
The following equipment is required to carry out this test:
a) A controllable attenuator.
b) Shielded enclosures for all RF devices in the test setup with a minimum of 85 dB isolation.

c) An IEEE Standard 802.11 traffic analyzer that can gather wireless traffic in order to recognize and count acknowledged packets transmitted on the 802.11 interface.

d) An 802.11 AP forwarding latency-sensitive traffic generated from the DS.

e) A traffic generator on the DS capable of generating latency-sensitive traffic.

f) Optionally, replace (d) and (e) with an AETE capable of AP emulation.  The AETE should be capable of the traffic generation of downstream 802.11 frames.  The downstream traffic generated should emulate typical latency-sensitive traffic.  The AETE traffic generator should have an accuracy of 1%.
2.2.2 Station Test Environment

The metrics and measurements described in this sub clause utilize the conducted test environment described in 5.3.

2.2.3 Station Test Setup

Figure 2 depicts the test setup.
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Figure 2 – Setup for STA Packet Loss Measurements

2.2.4 Station Test Permissible Error Margins and Reliability of Test

Prior to the beginning of the test, the test equipment described above shall be calibrated, and all test software verified.  The test setup may be monitored during the test to ensure that the test conditions do not change.  The permissible error margins for the test results are +/- 3%.
2.2.4.1 Path Loss Accuracy

For an accurate measurement of packet loss as a function of path loss, the RF path between the AP (or optionally AETE) and the STAUT should be characterized to the desired level of accuracy.  There are two components to the accuracy of the path loss.  There is the fixed path loss when the variable attenuator is set to a minimum, and there is the additional loss introduced as the variable attenuator setting is increased.

There are a variety of valid methods for characterizing the accuracy of this setup.  One method is to characterize the loss components separately.  For instance, the fixed path loss can be characterized between two reference points using methods commonly in practice (e.g., by “substitution”).  The, the attenuator accuracy, characterized by its rated attenuation accuracy and step size, can be added to the accuracy of the fixed path loss measurement.

Alternately, the overall path loss can be characterized for each setting of the attenuator.  This is best performed with an automated setup, or can be provided by a manufacturer of the test setup.  Path loss should be variable in steps of 1dB.
2.2.4.2 Packet Loss Counting Accuracy

The packet loss count depends on the 802.11 traffic analyzer accurately receiving the ACK frames transmitted by the DUT.  The RF path loss should be configured to ensure a signal level at the analyzer that is well above its receiver sensitivity and well below its rated maximum input level.  Under these conditions, the packet loss counting accuracy is limited by the residual error rate of the analyzer’s receiver.  
2.2.5 Station Test Approach
2.2.6 Station Test Configuration Parameters

This sub clause provides a list of setup parameters applicable to this test.

2.2.6.1 Station Test Baseline Configuration

The baseline setup for all 802.11 interfaced devices is as follows

a) Maximum transmit power setting

b) Fragmentation threshold set to maximum MA frame size.

c) RTS threshold set to maximum MAC frame size.

d) MAC QOS EDCA enabled.

e) No security (Open System authentication)

f) No power management (i.e., active mode).

g) Periodic scanning disabled if possible.

2.2.6.2 Station Test Modifiers

The baseline setup parameters may be modified as follows to enable additional trials to be performed for this test.

a) Transmit power settings:  25%, 50% and 75% of maximum.

b) RTS threshold:  256, 512, 1024, 1528 and 2048 octets.

c) Fragmentation threshold:  256, 512, 1024, 1528 and 2048 octets.

d) MAC QOS HCCA enabled.

e) MAC QOS disabled (if applicable for device/system under test).

f) QOS priority of latency sensitive test traffic should be set to Voice.

g) QOS priority of background traffic should be set to background or best-effort.

h) Security enabled

a. WEP-40

b. WEP-104

c. TKIP – PSK

d. TKIP – 802.1X

e. AES-CCMP – PSK

f. AES-CCMP – 802.1X

i) Power save mode.

2.2.7 Station Test Conditions

The test conditions used while performing this test are as follows:

a) Frame sizes used in latency-sensitive application traffic.  Examples of frame sizes to use are 128, 256, 512, 1024, 1528 and 2048 bytes.

b) Frame rates used in latency-sensitive application traffic.  Examples of frame rates to use are 10, 25, 50, 75 and 100% of the maximum PHY rate.
c) Frame sizes used in background traffic generated by the AP / DS traffic generator (or optionally by the AETE):  256, 768, and 1528.

d) Frame rates used in background traffic generated by the AP / DS traffic generator (or optionally by the AETE):  10, 25, 75 and 100% of the maximum PHY rate.
e) Attenuation values:  minimum, maximum and step (typical:  minimum 0 dB, maximum 100 dB, step 1 dB).  Absolute path loss should be such that at the lowest attenuation setting each device in the test setup operates at a signal level that is below the saturation point of the RF receiver.
f) Background test traffic directions:  unidirectional or bidirectional

g) Latency-sensitive test traffic directions:  unidirectional or bidirectional

2.2.8 Station Test Procedure

The DUT, in this case, is an 802.11 STA.  In the below procedure, the AP can optionally be an AETE. The DUT is first set up according to baseline configuration and associated with the AP. The following steps are then performed:

a) The AP transmits 10,000 frames of latency-sensitive test traffic downstream, toward the DUT.

b) The number of ACKs transmitted by the DUT in response to each packet received is obtained by post-processing the 802.11 Traffic Analyzer capture.  802.11 packet retransmissions should be ignored.
c) Packet loss is calculated:  (10,000 - #ACKs) / 10,000

The measurements are repeated for each combination of frame size and frame rate.  The measurements are then repeated for each 1 dB attenuator step.

After the baseline configuration has been tested, the tester may repeat the process with a new configuration until the desired number of different configurations has been exercised.

2.2.9 Station Test Reported Results

Packet Loss for STA tests should be reported for each combination of frame size and frame rate.  Each combination of frame size and frame rate should be reported for each 1dB attenuator step tested.

Additional information should be reported as follows:

· System configuration

· All modifiers in section 2.3.6.2

· All conditions in section 2.3.7. 
· The nominal transmit power of all 802.11 devices should be reported in dBm.

2.2.10 System Test

When testing the station-AP pair as a system, such that both devices together are under test, measurements are performed between test points 1 and 3 in figure 2.
2.3 AP Test Configuration
The AP Test Configuration is used to test the Packet Loss of an 802.11 AP as is applicable to a latency-sensitive usage case.

Packet loss in this configuration explicitly measures packet loss while being bridged by an AP from the DS to the 802.11 interface or from the 802.11 interface to the DS in a BSS.  If a data packet was received by an AP and not transmitted on the 802.11 interface or received on the 802.11 interface and not transmitted on the DS, then that packet is considered lost.  Exceptions to this are frames received by the AP on either the 802.11 interface or DS that are destined for the AP and are not supposed to be bridged to the other interface.

The measurements in this configuration are taken at test point 5 and test point 6 in figure 3.

2.3.1 AP Test Resource Requirements

The following equipment is required to carry out this test:

a) An 802.11 STA capable of generating and receiving latency-sensitive 802.11 traffic.

b) Optionally, when applying the test modifier for measuring frame loss versus traffic load,  SETE capable of emulating multiple 802.11 MAC entities, or multiple real 802.11 STAs.  Emulated or real STAs should be capable of generating and receiving latency-sensitive 802.11 traffic.  The upstream traffic generated should emulate typical latency-sensitive traffic.  The emulated or real STA traffic generator should have an accuracy of 1%.  

c) A controllable attenuator.

d) Shielded enclosures for all RF devices in the test setup with a minimum of 85 dB isolation.

e) A Traffic analyzer capable of decoding 802.11 frames that can gather wireless traffic in order to recognize and count acknowledged packets transmitted on the 802.11 interface.

f) A DS (i.e., 802.3 Ethernet) traffic analyzer that can gather wired traffic in order to count latency-sensitive traffic packets to determine if any are transmitted on the 802.11 interface, but not received on the DS interface and to determine if any packets are transmitted on the DS interface, but not received on the 802.11 interface.
g) A DS Traffic Generator capable of transmitting and receiving both background traffic and latency-sensitive traffic.

h) Where applicable, an application server.  This may be required for certain applications such as VOIP and typical resides on the DS.

i) Where applicable, an application node.  This may be required as an endpoint to complement the 802.11 based STA, for example in a VOIP application this might be a DS based IP phone.

The use of SETE as described in (b) is not required but helps test the AP performance as a function of the number of stations sending traffic through it. Multi-station test can also be done by connecting real stations instead of emulating stations.  However, testing with real stations could be cumbersome and impractical when encryption is used.  When testing with real stations, the analyzer must be capable of decrypting packets and identifying the streams from multiple stations.  Standard off the shelf analyzers are unable to decript traffic without customized provisions of obtaining the security keys. 

2.3.2 AP Test Environment

The metrics and measurements described in this sub clause utilize the conducted test environment described in 5.3.

2.3.3 AP Test Setup

Figure 3 depicts the test setup.  Note:  fixed losses may be required between nodes connected with fixed cables to avoid saturation of the receivers.
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Figure 3 – Setup for AP Packet Loss Measurements

2.3.4 AP Test Permissible Error Margins and Reliability of Test

Prior to the beginning of the test, the test equipment described above shall be calibrated, and all test software verified.  The test setup may be monitored during the test to ensure that the test conditions do not change.  The permissible error margins for the test results are +/- 3%.

2.3.4.1 Path Loss Accuracy

For an accurate measurement of packet loss as a function of path loss, the RF path between the STA (or optionally the SETE) and the APUT should be characterized to the desired level of accuracy.  There are two components to the accuracy of the path loss.  There is the fixed path loss when the variable attenuator is set to a minimum, and there is the additional loss introduced as the variable attenuator setting is increased.

There are a variety of valid methods for characterizing the accuracy of this setup.  One method is to characterize the loss components separately.  For instance, the fixed path loss can be characterized between two reference points using methods commonly in practice (e.g., by “substitution”).  The, the attenuator accuracy, characterized by its rated attenuation accuracy and step size, can be added to the accuracy of the fixed path loss measurement.

Alternately, the overall path loss can be characterized for each setting of the attenuator.  This is best performed with an automated setup, or can be provided by a manufacturer of the test setup Path loss should be variable in steps of 1dB..  
2.3.4.2 Packet Loss Counting Accuracy

The packet loss count depends on the 802.11 traffic analyzer accurately receiving the ACK frames transmitted by the DUT.  The RF path loss should be configured to ensure a signal level at the analyzer that is well above its receiver sensitivity and well below its rated maximum input level.  Under these conditions, the packet loss counting accuracy is limited by the residual error rate of the analyzer’s receiver.
2.3.5 AP Test Approach
2.3.6 AP Test Configuration Parameters

This sub clause provides a list of setup parameters applicable to this test.

2.3.6.1 AP Test Baseline Configuration

The baseline setup for all 802.11 interfaced devices is as follows

a) Maximum transmit power setting

b) Fragmentation threshold set to maximum MA frame size.

c) RTS threshold set to maximum MAC frame size.

d) MAC QOS EDCA enabled.

e) No security (Open System authentication)

f) No power management (i.e., active mode).

g) Periodic scanning disabled if possible.

2.3.6.2 AP Test Modifiers

The baseline setup parameters may be modified as follows to enable additional trials to be performed for this test.

a) Transmit power settings:  25%, 50% and 75% of maximum.

b) RTS threshold:  256, 512, 1024, 1528 and 2048 octets.

c) Fragmentation threshold:  256, 512, 1024, 1528 and 2048 octets.

d) MAC QOS HCCA enabled.

e) MAC QOS disabled (if applicable for device/system under test).

f) Security enabled

a. WEP-40

b. WEP-104

c. TKIP – PSK

d. TKIP – 802.1X

e. AES-CCMP – PSK

f. AES-CCMP – 802.1X

g) Power save mode.

2.3.7 AP Test Conditions

The test conditions used while performing this test are as follows:

a) Frame sizes used in latency-sensitive application traffic.  Examples of frame sizes to use are 128, 256, 512, 1024, 1528 and 2048 bytes.

b) Frame rates used in latency-sensitive application traffic.  Examples of frame rates to use are 10, 25, 50, 75 and 100% of the maximum PHY rate.
c) Frame sizes used in background traffic:  256, 768, and 1528 bytes.

d) Frame rates used in background:  100, 300, 800, and 1000 frames/second.

e) Number of STAs emulated by the SETE-1 or number of actual real STAs :  1, 3, 7, 15, 31
f) QOS priorities used in latency-sensitive test traffic:  Voice, Video.

g) Number of STAs emulated by the SETE-2 or number of actual real STAs:  1, 3, 7, 15, 31
h) Attenuation values:  minimum, maximum and step (typical:  minimum 0 dB, maximum 100 dB, step 1 dB).  Absolute path loss should be such that at the lowest attenuation setting each device in the test setup operates at a signal level that is below the saturation point of the RF receiver.
i) Background test traffic directions:  unidirectional or bidirectional

j) Latency-sensitive test traffic directions:  unidirectional or bidirectional

.

2.3.8 AP Test Procedure

The DUT, in this case, is an 802.11 AP.  In the below test procedure the SETE-1 could also be an 802.11 STA and the SETE-2 could also be additional 802.11 STAs.  The DUT is first set up according to baseline configuration and both SETE units are associated with the DUT.  The following steps are then performed:

a) The SETE-1 transmits 10,000 frames of latency-sensitive test traffic upstream, to the DS Traffic Generator.  The DS Traffic Generator reports how many frames it received from the SETE-1.

b) Upstream Packet loss is calculated:  (10,000 – DS Traffic Generator Packets Received) / 10,000).  Special fields in the packets are required to identify them as one of the 10,000 frames transmitted.  This will aid in discerning them from other, non-related 802.11 or DS frames.
c) The DS Traffic Generator transmits 10,000 frames of latency-sensitive test traffic downstream to the SETE-1.  The SETE-1 reports how many frames it received from the DS Traffic Generator.

d) Downstream packet Loss is calculated (10,000 – SETE-1 Received) / 10,000)

e) The SETE-1 and DS Traffic Generator each transmits 10,000 frames to each other.  The SETE-1 and DS Traffic Generator each reports how many frames they received.

f) Upstream and Downstream Packet Loss is calculated according to (b) and (d) above.

g) The SETE-2 transmits upstream background traffic to the DS Traffic Generator.

h) Steps (e) and (f) are repeated.

i) The DS Traffic Generator transmits downstream background traffic to the SETE2.

j) Step (h) is repeated.

k) The SETE-2 continues to transmit background traffic to the DS Traffic Generator and also transmits best-effort traffic to the DS Traffic Generator.

l) Step (h) is repeated.

m) The DS Traffic Generator continues to transmit background traffic to the SETE-2 and also transmits best-effort traffic to the SETE-2.

n) Step (h) is repeated.
The measurements are repeated for each combination of frame size and frame rate.  The measurements are then repeated for each 1 dB attenuator step.

After the baseline configuration has been tested, the tester may repeat the process with a new configuration until the desired number of different configurations has been exercised.

2.3.9 AP Test Results

Packet Loss for AP tests should be reported for each combination of frame size and frame rate.  Each combination of frame size and frame rate should be reported for each 1dB attenuator step tested.

Packet Loss reporting should be broken down as follows:

· Upstream only packet loss.  Measured in 2.5.3 step (b)

· Downstream only packet loss.  Measured in 2.5.3 step (d)

· Upstream/Downstream packet loss.  Measured in 2.5.3. step (f)

· Upstream/Downstream packet loss with additional upstream latency-sensitive traffic.  Measured in 2.5.3. step (h)

· Upstream/Downstream packet loss with additional downstream latency-sensitive traffic.  Measured in 2.5.3 step (j).

· Upstream/Downstream packet loss with additional upstream and downstream latency-sensitive traffic.  Measured in 2.5.3 step (l).

· Upstream/Downstream packet loss with additional upstream and downstream latency-sensitive traffic and additional upstream and downstream background traffic.  Measured in 2.5.3 step (?)

Additional information should be reported as follows:

· System configuration
· All modifiers in section 2.3.6.2

· All conditions in section 2.3.7. 
· The nominal transmit power of all 802.11 devices should be reported in dBm.
2.4 Latency
2.5 Introduction and Purpose
The purpose of this test is to measure the packet latency between transmission and reception over an 802.11 network.

Packet Latency is incurred whenever a packet traverses one or more data networks as illustrated in Figure 4.
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Figure 4 – Illustration of Packet Latency

Latency is a secondary metric that measures the latency between the packet transmission and the packet reception over a data network between two endpoints – a transmitter and a receiver.

Latency is measured between a transmitter and a receiver, so in the case where two endpoints are both transmitting and receiving data packets to each other, two different latency measurements are required, one in the upstream direction and one in the downstream direction.

Latency is measured in seconds.  A packet is considered to be received or transmitted on an 802.11 network at the time of transmission if an 802.11 ACK is received in response to the packet transmission.

Packet Latency can negatively effect latency-sensitive applications.  This methodology explains how to characterize Packet Latency over different 802.11 configurations.

The Packet Latency test presented in this section measures packet latency as a function of signal strength, packet loss as a function of QOS traffic and Packet Loss as a function of best-effort background traffic.

Two different 802.11 configurations are presented, and a test approach to measure Packet Latency is defined.  
2.6 STA Test Configuration

The STA Test Configuration is used to test the Packet Delay of an 802.11 STA as it applies to a latency-sensitive usage-case.

Packet latency in this configuration explicitly measures the downstream packet latency of a packet transmitted on the 802.11 PHY layer and received above the STAs MLME layer and the upstream packet latency of a packet transmitted above the STAs MLME layer and transmitted on the 802.11 PHY layer.

The measurements in this configuration are taken at test point 2 and test point 4 in figure 2.

2.6.1 STA Test Resource Requirements

The following equipment is required to carry out this test:

a) Shielded enclosures for all RF devices in the test setup with a minimum of 85 dB isolation.

b) A controllable attenuator.

c) An IEEE Standard 802.11 traffic analyzer that can gather wireless traffic in order to timestamp packets transmitted on the 802.11 interface.

d) A DS based traffic generator capable of generating latency-sensitive traffic.

e) An 802.11 AP forwarding latency-sensitive traffic generated from the DS.

f) Optionally, replace (c), (d) and (e) with an AETE capable of AP emulation.  The AETE should be capable of the traffic generation of downstream 802.11 frames.  The downstream traffic generated should emulate typical latency-sensitive traffic.  This latency-sensitive traffic must include a timestamp in each transmitted packet that indicates the packet’s transmission time relative to the AETE’s clock.  This may be the timestamp field in an RTP frame or some other timestamp.  The AETE traffic generator should have an accuracy of 1%.

Note 1:  In order for this test to work correctly, the STA UT must have an internal method of time stamping received frames so that the arrival time of frames can be recorded.  The STA UT and the AP or AETE must have synchronized clocks used in time stamping packets.

Note 2:  Some of the advantages of using (f) in lieu of (e), (d) and © above is as follows:
1. (c), (d) and (e) are not required.

2. When RSN security is enabled, it is difficult for the 802.11 traffic analyzer to decrypt the packets, necessary to correlate packets transmitted on the 802.11 interface and received above the STAs MLME layer.  This problem is solved by the AETE because it embeds the timestamp in the transmitted packet.
2.6.2 STA Test Environment

The metrics and measurements described in this sub clause utilize the conducted test environment described in 5.3.

2.6.3 STA Test Setup

Figure 2 depicts the test setup.

2.6.4 STA Permissible Error Margins and Reliability of Test

Prior to the beginning of the test, the test equipment described above shall be calibrated, and all test software verified.  The test setup may be monitored during the test to ensure that the test conditions do not change.  The permissible error margins for the test results are +/- 3%.

2.7 STA Test Approach

2.7.1 STA Test Configuration Parameters

2.7.1.1 STA Test Baseline Configuration

Reference section 2.2.6.1

2.7.1.2 STA Test Modifiers

Reference section 2.2.6.2

2.7.2 STA Test Conditions

Reference section 2.2.7
2.7.3 STA Test Procedure

The DUT, in this case, is an 802.11 STA.  The DUT is first set up according to the baseline configuration and is associated with the AETE.  The following steps are then performed:

a) The AETE transmits continuous, time stamped, latency-sensitive test traffic downstream to the STA for 120 seconds.

b) The AETE transmission stops.  The DUT calculates downstream delay.

c) The STA UT transmits continuous, time stamped, latency-sensitive test traffic upstream to the AETE for 120 seconds.

d) The STA UT transmission stops.  The DUT calculates upstream delay.

The measurements are repeated for each combination of frame size and frame rate.  The measurements are then repeated for each 1 dB attenuator step.

After the baseline configuration has been tested, the tester may repeat the process with a new configuration until the desired number of different configurations has been exercised.

2.7.4 STA Test Reported Results

Packet delay for AP tests should be reported for each combination of frame size and frame rate.  Each combination of frame size and frame rate should be reported for each 1dB attenuator step tested.

Packet delay reporting should be broken down as follows:

· Downstream only packet delay.  Measured in 3.3.3 step (b)

· Upstream only packet delay.  Measured in 3.3.3 step (d)

Additional information should be reported as follows:

· System configuration

· All modifiers in section 3.3.1.2

· All conditions in section 3.3.2. 
· The nominal transmit power of all 802.11 devices should be reported in dBm.
2.7.5 System Test

When testing the station-AP pair as a system, such that both devices together are under test, measurements are performed between test points 1 and 4 in figure 2.
2.8 AP Test Configuration

The AP Test Configuration is used to test the Packet Latency of an 802.11 AP as it applies to a latency-sensitive usage case.
Packet latency in this configuration explicitly measures the AP bridging latency of upstream and downstream data packets as they are transmitted on the 802.11 interface and then transmitted on the DS (upstream latency) or transmitted on the DS and then transmitted on the 802.11 interface (downstream latency).

The measurements in this configuration are taken at test point 5 and test point 6 in figure 3.

2.8.1 AP Test Resource Requirements

The following equipment is required to carry out this test:

a) An 802.11 STA capable of generating and receiving latency-sensitive 802.11 traffic.

b) Optionally, when applying the test modifier for measuring frame loss versus traffic load,  SETE capable of emulating multiple 802.11 MAC entities, or multiple real 802.11 STAs.  Emulated or real STAs should be capable of generating and receiving latency-sensitive 802.11 traffic.  The upstream traffic generated should emulate typical latency-sensitive traffic.  The emulated or real STA traffic generator should have an accuracy of 1%.  

c) A controllable attenuator.

d) Shielded enclosures for all RF devices in the test setup with a minimum of 85 dB isolation.

e) A Traffic analyzer capable of decoding 802.11 frames that can gather wireless traffic in order to recognize and timestamp acknowledged packets transmitted on the 802.11 interface.

f) A DS Traffic Generator capable of transmitting and receiving both background traffic and latency-sensitive traffic.

g) A DS (i.e., 802.3 Ethernet) traffic analyzer that can gather wired traffic in order to recognize and timestamp packets transmitted on the DS interface.  

The traffic analyzers specified in (e) and (g) above must have a packet timestamp resolution of at least 1 millisecond.  Furthermore, both traffic analyzers timestamps must be synchronized with each other in order to derive the absolute latency of packets between the DS and 802.11 networks. 

The use of SETE as described in (b) is not required but helps test the AP performance as a function of the number of stations sending traffic through it. Multi-station test can also be done by connecting real stations instead of emulating stations.  However, testing with real stations could be cumbersome and impractical when encryption is used.  When testing with real stations, the analyzer must be capable of decrypting packets and identifying the streams from multiple stations.  Standard off the shelf analyzers are unable to decript traffic without customized provisions of obtaining the security keys. 

2.8.2 AP Test Environment

The metrics and measurements described in this sub clause utilize the conducted test environment described in 5.3.

2.8.3 AP Test Setup

Figure 3 depicts the test setup.
2.8.4 AP Test Permissible Error Margins and Reliability of Test

Prior to the beginning of the test, the test equipment described above shall be calibrated, and all test software verified.  The test setup may be monitored during the test to ensure that the test conditions do not change.  The permissible error margins for the test results are +/- 3%.

2.8.4.1 Path Loss Accuracy

For an accurate measurement of latency as a function of path loss, the RF path between the SETE and the APUT should be characterized to the desired level of accuracy.  There are two components to the accuracy of the path loss.  There is the minimum path loss when the variable attenuator is set to a minimum, and there is the additional loss introduced as the variable attenuator setting is increased.

There are a variety of valid methods for characterizing the accuracy of this setup.  One method is to characterize the loss components separately.  For instance, the fixed path loss can be characterized between two reference points using methods commonly in practice (e.g., by “substitution”).  The, the attenuator accuracy, characterized by its rated attenuation accuracy and step size, can be added to the accuracy of the fixed path loss measurement.

Alternately, the overall path loss can be characterized for each setting of the attenuator.  This is best performed with an automated setup, or can be provided by a manufacturer of the test setup.  Path loss should be variable in steps of 1dB.
2.8.4.2 Packet Latency Accuracy

The packet latency depends on the ability of the 802.11 traffic analyzer by the analyzer’s ability to receive frames without error, and to accurately record the time at which the frame was transmitted (i.e., “timestamp”).  The RF path loss should be configured to ensure a signal level at the analyzer that is well above its receiver sensitivity and well below its rated maximum input level.  Under these conditions, packet reception is limited by the residual error rate of the analyzer’s receiver.

The timestamp recorded for each packet should be accurate enough to allow delay measurements to be made at the desired level of accuracy.  For instance, in voice applications, an accuracy of 1 ms is sufficient to produce errors smaller than 0.1 in the R-factor computed by the e-model.

2.9 AP Test Approach

2.9.1 AP Test Configuration Parameters

2.9.1.1 AP Test Baseline Configuration

Reference section 2.3.6.1

2.9.1.2 AP Test Modifiers

Reference section 2.3.6.2

2.9.2 AP Test Conditions

Reference section 2.3.7
2.9.3 AP Test Procedure

The DUT, in this case, is an 802.11 AP.  In the below test procedure the SETE-1 could also be an 802.11 STA and the SETE-2 could also be additional 802.11 STAs.  The DUT is first set up according to baseline configuration and both the SETE units are associated with the DUT.  The following steps are then performed:

a) The SETE-1 transmits continuous latency-sensitive test traffic upstream, to the DS.
b) The 802.11 and DS Traffic Analyzers both start to analyze the traffic on their respective networks for 120 seconds.  These traffic analyzers are only concerned with capturing the traffic being generated in (a).

c) The traffic captures from (b) above are analyzed and the average Packet Latency is calculated.  The packet and timestamp from the 802.11 capture is correlated to the packet and timestamp of the DS capture and the difference between the timestamps is calculated.

d) The SETE-1 stops transmitting.

e) The DS Traffic Generator transmits continuous latency-sensitive traffic downstream, to the SETE-1.

f) Steps (b) and (c) are repeated to calculated average downstream packet latency.

g) The DS Traffic Generator continues to transmit as in (e) and steps (a) through (c) are repeated.  Average upstream and downstream packet latencies are calculated.

h) The SETE-1 and the DS Traffic Generator continue to transmit latency-sensitive traffic upstream and downstream.

i) The SETE-2 transmits continuous background test traffic upstream to the DS Traffic Generator.

j) Steps (b) and (c) are repeated to calculate average downstream and upstream packet latencies.

k) SETE-2 stops transmitting continuous background test traffic.  The DS Traffic Generator starts to transmit continuous downstream background traffic to the SETE-2

l) Step (j) is repeated to calculated average downstream and upstream packet latencies.

m) The DS Traffic Generator continues to transmit continuous downstream background traffic to the SETE-2 and the SETE-2 transmits continuous upstream traffic to the DS Traffic Generator.

n) Step (j) is repeated to calculate the average downstream and upstream packet latencies.

The measurements are repeated for each combination of frame size and frame rate.  The measurements are then repeated for each 1 dB attenuator step.

After the baseline configuration has been tested, the tester may repeat the process with a new configuration until the desired number of different configurations has been exercised.

Note:  When measuring 802.11 packets sent from the STA to the AP, and there are packet retries, the timestamp of interest is for the first packet sent, not the packet that is finally acknowledged by the AP. 

Note:  When measuring 802.11 packets sent from the AP to the STA, and there are packet retries, the timestamp of interest is for the packet that is finally acknowledged by the STA.

2.9.4 AP Test Results

Packet Latency for AP tests should be reported for each combination of frame size and frame rate.  Each combination of frame size and frame rate should be reported for each 1dB attenuator step tested.

Packet latency reporting should be broken down as follows:

· Upstream only packet delay.  Measured in 3.5.3 step (c)

· Downstream only packet delay.  Measured in 3.5.3 step (f)

· Upstream/Downstream packet delay.  Measured in 3.5.3 step (g)

· Upstream/Downstream packet latency with upstream background traffic.  Measured in 3.5.3 step (j)

· Upstream/Downstream packet latency with additional downstream background traffic.  Measured in 3.5.3 step (l).

· Upstream/Downstream packet latency with additional upstream and downstream background traffic.  Measured in 3.5.3 step (n).

Additional information should be reported as follows:

· System configuration

· All modifiers in section 3.5.1.2

· All conditions in section 3.5.2.
· The nominal transmit power of all 802.11 devices should be reported in dBm.
3 Jitter

3.1 Introduction and Purpose

The purpose of this test is to measure the interarrival packet jitter between transmission and reception over an 802.11 network.
Packet jitter occurs when the transmission delay between packet N and N + 1 is different from the reception delay between packet N and N + 1.  See Figure 5 below.
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Figure 5 – Illustration of Packet Jitter
Jitter is a secondary metric.  Jitter is an estimate of the statistical variance of data packet interarrival time.  This will be calculated using the formula presented in section 6.3.1 of RFC 1889 for interarrival jitter. 

Jitter is measured between a transmitter and a receiver, so in the case where two endpoints are both transmitting and receiving data packets to each other, two different jitter measurements are required, one in the upstream direction and one in the downstream direction.

Packet Jitter can negatively effect latency-sensitive applications.  Characterizing packet jitter can also allow latency-sensitive applications to tune their jitter-buffers appropriately.  This methodology explains how to characterize packet jitter over different 802.11 configurations.

The packet jitter test presented in this section measures packet jitter as a function of signal strength, packet jitter as a function of QOS traffic and packet jitter as a function of best-effort background traffic.

Three different 802.11 configurations are presented, and a test approach to measure Packet Jitter is defined.  The packet jitter measurement can be performed with emulation devices or real devices.  The emulation method is appropriate for testing infrastructure capacity, but capacity can also be tested in the AP configuration with real devices.
3.1.1 Jitter Calculation

The interarrival jitter J is defined to be the mean deviation (smoothed absolute value) of the difference D in packet spacing at the receiver compared to the sender for a pair of packets (RFC 1889)
Jitter is calculated using the formula presented in section 6.3.1 of RFC 1889 for interarrival jitter.  An example is given below using Figure 5, above.

D(1,2) = (T2 – T1) – (A2 – A1)

Where D(1,2) is the difference between packets 1 and 2.  T2 and T1 are the transmit times of packets 1 and 2.  A2 and A1 are the arrival times of packets 1 and 2.  

J = J + ( | D | ) / 16

J is calculated continuously as each data packet is received.  The jitter calculation for the example in Figure 5, starts after packet 2 is received.

After packet two is received, D can be calculated as follows: 10 – 11 = -1.  The initial value for J is zero, so J = 1 / 16.

After packet three is received, D can be calculated as 10 – 9 = 1.  The new D value is then plugged into the jitter function as follows:  J = 1/16 + (1/16) = 1/8.

3.1.2 Maximum Delay Variation

If the jitter measurements are aimed at VoIP, In addition to measuring smoothed interarrival jitter it is also essential to measure the maximum delay variation. This is necessary
for calculating R-values based on codec characteristics. Codecs discard packets that have delay variation larger than the capacity of their jitter buffers, and hence a maximum delay variation that is greater than the jitter buffer size is translated into loss.  

The Maximum Delay Variation is measured as follows:

The largest recorded negative value of D (delay) described in section 4.1, above is reported.
3.2 STA Test Configuration

The STA Test Configuration is used to test the Packet Jitter of an 802.11 STA as it applies to a latency-sensitive usage-case.

Packet jitter, in this configuration, explicitly measures the downstream packet jitter of a packet transmitted on the 802.11 PHY layer and received above the STAs MLME layer and the upstream packet jitter of a packet transmitted above the STAs MLME layer and transmitted on the 802.11 PHY layer.

The measurements in this configuration are taken at test point 2 and test point 4 in figure 2.

3.2.1 STA Test Resource Requirements

The following equipment is required to carry out this test:

a) A controllable attenuator.

b) Shielded enclosures for all RF devices in the test setup with a minimum of 85 dB isolation.

c) A DS based traffic generator capable of generating latency-sensitive traffic.

d) An 802.11 AP forwarding latency-sensitive traffic generated from the DS.

e) Optionally, replace (c) and  (d) with an AETE capable of AP emulation.  The AETE should be capable of the traffic generation of downstream 802.11 frames.  The downstream traffic generated should emulate typical latency-sensitive traffic.  This latency-sensitive traffic must include a timestamp in each transmitted packet that indicates the packet’s transmission time relative to the AETE’s clock.  This may be the timestamp field in an RTP frame or some other timestamp.  The AETE traffic generator should have an accuracy of 1%.

In order for this test to work effectively, the STA UT must have an internal method of time stamping received frames so that the arrival time of frames can be recorded.  Further detail is beyond the scope of this specification.
The use of AETE as described in (e) is not required but helps in the case when RSN security is enabled.  When encryption is used, standard off the shelf 802.11 traffic analyzers are unable to decrypt the packets, necessary to correlate packets transmitted on the 802.11 interface and received above the STAs MLME layer.  This problem is solved by the AETE because it embeds the timestamp in the transmitted packet.

3.2.2 STA Test Environment

The metrics and measurements described in this sub clause utilize the conducted test environment described in 5.3.

3.2.3 STA Test Setup

Figure 2 depicts the test setup.

3.2.4 STA Permissible Error Margins and Reliability of Test

Prior to the beginning of the test, the test equipment described above shall be calibrated, and all test software verified.  The test setup may be monitored during the test to ensure that the test conditions do not change.  The permissible error margins for the test results are +/- 3%.

3.3 STA Test Approach

3.3.1 STA Test Configuration Parameters

3.3.1.1 STA Test Baseline Configuration

Reference section 2.2.6.1

3.3.1.2 STA Test Modifiers

Reference section 2.2.6.2

3.3.2 STA Test Conditions

Reference section 2.2.7
3.3.3 STA Test Procedure

The DUT, in this case, is an 802.11 STA.  The DUT is first set up according to the baseline configuration and is associated with the AETE.  The following steps are then performed:

a) The AETE transmits continuous, time stamped, latency-sensitive test traffic downstream to the STA for 120 seconds.
b) The AETE transmission stops.  The DUT calculates downstream jitter.
c) The STA UT transmits continuous, time stamped, latency-sensitive test traffic upstream to the STA for 120 seconds.

d) The STA UT transmission stop.  The AETE calculates upstream jitter.

e) If applicable, the maximum delay variation is also measured.

The measurements are repeated for each combination of frame size and frame rate.  The measurements are then repeated for each 1 dB attenuator step.

After the baseline configuration has been tested, the tester may repeat the process with a new configuration until the desired number of different configurations has been exercised.

3.3.4 STA Test Reported Results

Packet jitter for AP tests should be reported for each combination of frame size and frame rate.  Each combination of frame size and frame rate should be reported for each 1dB attenuator step tested.

Packet jitter reporting should be broken down as follows:

· Downstream only packet jitter.  Measured in 4.3.3 step (b)

· Upstream only packet jitter.  Measured in 4.3.3. step (d)

· If applicable, the maximum delay variation is also reported for each of these cases

Additional information should be reported as follows:

· System configuration

· All modifiers in section 4.3.1.2

· All conditions in section 4.3.2.
· The nominal transmit power of all 802.11 devices should be reported in dBm.
3.3.5 System Test

When testing the station-AP pair as a system, such that both devices together are under test, measurements are performed between test points 1 and 4 in figure 2.
3.4 AP Test Configuration

The AP Test Configuration is used to test the Packet Jitter of an 802.11 AP as it applies to a latency-sensitive usage-case.
Packet jitter in this configuration explicitly measures the jitter introduced by an AP as it bridges data packets from the DS to the 802.11 interface (downstream) and bridges data packets from the 802.11 to DS interface (upstream).  The measurement taken to calculate jitter in this configuration is the timestamped transmit time on the DS and 802.11 interface of bridge data packets.
The measurements in this configuration are taken at test point 5 and test point 6 in figure 3.

3.4.1 AP Test Resource Requirements

The resource requirements for the AP Configuration are identical to those described in section 2.3.1.

3.4.2 AP Test Environment

The metrics and measurements described in this sub clause utilize the conducted test environment described in 5.3.

3.4.3 AP Test Setup

Figure 3 depicts the test setup.

3.4.4 AP Permissible Error Margins and Reliability of Test

Prior to the beginning of the test, the test equipment described above shall be calibrated, and all test software verified.  The test setup may be monitored during the test to ensure that the test conditions do not change.  The permissible error margins for the test results are +/- 3%.

3.5 AP Test Approach

3.5.1 AP Test Configuration Parameters

3.5.1.1 AP Test Baseline Configuration

Reference section 2.3.6.1
3.5.1.2 AP Test Modifiers

Reference section 2.3.6.2
3.5.2 AP Test Conditions

Reference section 2.3.7
3.5.3 AP Test Procedure

The DUT, in this case, is an 802.11 AP.  In the below test procedure the SETE-1 could also be an 802.11 STA and the SETE-2 could also be additional 802.11 STAs.  The DUT is first set up according to the baseline configuration and both the SETE units are associated with the DUT.  The following steps are then performed:

a) The SETE-1 transmits continuous latency-sensitive test traffic upstream, to the DS Traffic Generator.

b) The 802.11 and DS Traffic Analyzers both start to analyze the traffic on their respective networks for 120 seconds.  These traffic analyzers are only concerned with capturing the traffic being generated in (a).

c) The traffic captures from (b) above are analyzed and the average interarrival packet jitter is calculated.  The SETE-1 stops transmitting.  If applicable, the maximum delay variation is also measured.

d) The DS Traffic Generator transmits continuous latency-sensitive traffic downstream, to the SETE-1.

e) Steps (b) and (c) are repeated to calculated average downstream packet jitter.

f) The DS Traffic Generator continues to transmit as in (e) and steps (a) through (c) are repeated.  Average upstream and downstream packet jitter is calculated.

g) SETE-1 and the DS Traffic Generator continue to transmit latency-sensitive traffic upstream and downstream.

h) SETE-2 transmits continuous background test traffic upstream to the DS Traffic Generator.

i) Steps (b) and (c) are repeated to calculate average downstream and upstream packet jitter.

j) SETE-2 stops transmitting continuous background test traffic.  The DS Traffic Generator starts to transmit continuous downstream background traffic to the SETE-2.

k) Step (j) is repeated to calculated average downstream and upstream packet jitter.

l) The DS Traffic Generator continues to transmit continuous downstream background traffic to the SETE-2 and the SETE-2 transmits continuous upstream traffic to the DS Traffic Generator.

m) Step (j) is repeated to calculate the average downstream and upstream packet jitter.

The measurements are repeated for each combination of frame size and frame rate.  The measurements are then repeated for each 1 dB attenuator step.

After the baseline configuration has been tested, the tester may repeat the process with a new configuration until the desired number of different configurations has been exercised.

Note:  When measuring 802.11 packets sent from the STA to the AP, and there are packet retries, the timestamp of interest is for the first packet sent, not the packet that is finally acknowledged by the AP. 

Note:  When measuring 802.11 packets sent from the AP to the STA, and there are packet retries, the timestamp of interest is for the packet that is finally acknowledged by the STA.

3.5.4 AP Test Reported Results

Packet jitter for AP tests should be reported for each combination of frame size and frame rate.  Each combination of frame size and frame rate should be reported for each 1dB attenuator step tested.

Packet jitter reporting should be broken down as follows:

· Upstream only packet jitter.  Measured in 4.5.3 step (c)

· Downstream only packet jitter.  Measured in 4.5.3 step (e)

· Upstream/Downstream packet jitter.  Measured in 4.5.3 step (f)

· Upstream/Downstream packet jitter with upstream background traffic.  Measured in 4.5.3 step (i)

· Upstream/Downstream packet jitter with additional downstream background traffic.  Measured in 4.5.3 step (k).

· Upstream/Downstream packet jitter with additional upstream and downstream background traffic.  Measured in 4.5.3 step (m).

· If applicable, the maximum delay variation is also reported for each of these cases

Additional information should be reported as follows:

· System configuration

· All modifiers in section 4.5.1.2

· All conditions in section 4.5.2. 
· The nominal transmit power of all 802.11 devices should be reported in dBm.
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Abstract


This document constitutes the draft text proposal for a test methodology for measuring metrics that characterize latency-sensitive-usage cases:  loss, delay and jitter.
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