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1. Tuesday Morning Session, November 15, 2005

1.2. Opening

1.2.1. Call to order

1.2.1.1. Pat R. Calhoun (PatC): I call the meeting to order.

1.2.1.2. Meeting convened at 0800 hours.

1.2.1.3. I’ve had some requests to review the process we shall  be using.  We shall also review the agenda, patent policy, and attendance.  Attendance will be recorded by signing on a list available from 0800 to 1700 each day.  It is your responsibility to sign this sheet each day.  

1.3. Process

1.3.1. Review of Patent Policy

1.3.1.1. PatC: I would like to read the patent policy shown on the screen from document  05/1139r0.  Are there any questions on the policy?  None. Let us proceed.

1.3.2. Review of Agenda

1.3.2.1. PatC: You see before you the proposed agenda from document  05/1139r0.  

1.3.3. Approval of the agenda

1.3.3.1. PatC: Is there any objection to accepting the agenda as shown?  None.  The motion to approve the agenda passes unanimously.

1.3.4. Approval of Minutes from Last Session

1.3.4.1. PatC:  I call your attention to the minutes recorded in document 05/0931r2.  May I have a motion to approve the minutes?

1.3.4.2. TimO: I so move.

1.3.4.3. Motion: To accept the minutes as shown. 

1.3.4.4. PatC: Is there a second?

1.3.4.5. Roger Durand seconds.

1.3.4.6. PatC: Is there any objection to passing this motion?  None.  The minutes are approved unanimously.

1.3.5. Presentation of Document 05/1064r0

1.3.5.1. Emily Qi (Cisco) presents a Proposal for Load Balancing contained in document 1064r0.

1.3.5.2. The presentation reviews design goals to support AP and STA cooperative load balancing via exchange of information, protocols, and facilitation of roaming.  Roaming management frames are proposed, including procedures and usages.   The proposal also urges examination of whether the outlined solution should be extended to frames exchanged prior to association/authentication  sequences.

1.3.5.3. PatC: Are there any questions?

1.3.5.4. TimO:  Remembering work flow from TGk, this doesn’t seem to fit well.  There are several items in the presentation that do not seem to interlace well with the information provided by TGk.

1.3.5.5. EmilyQ:  There is value in using the proposed process for roaming.  The roaming candidate may not be in the neighbor list, for example.

1.3.5.6. TimO:  Wouldn’t that be an error condition?

1.3.5.7. JoeK:  Not necessarily.  Roaming candidates may not be in the neighbor list.  But, in the larger sense, the group will have to decide the interdependence of TGv on other task group work.  Until we make that decision, we can’t know whether we should accept these elements or not.

1.3.5.8. TimO:  The TGk framework allows not having the same information for each request.  It can be specifically tailored to the requestor.  We could make this scheme tie in well with the TGk neighbor list.  BSSID can be used as an index into the neighbor list, and here’s a recommendation for a load balance target.

1.3.5.9. EmilyQ:  I agree, we should look at that.  My proposal also carries load information.

1.3.5.10. PatC:  Any other questions?  No.  Let’s proceed with the next presentation

1.3.5.11. Larry:  Some manufacturers use the same BSSID for different radios.  This could pose a problem.

1.3.6. Presentation of Document 05/1126r0

1.3.6.1. RogerD: I’d like to introduce Floyd Backes, with Autocell, who has had much experience in 802.11 standards-setting.

1.3.6.2. FloydB: The presentation 05/1126r0 is on the server, treating Load Balancing.  The purpose of the presentation is to explain how the proposed process works using credit-based admission control.  The goal is to distribute STAs across available APs by trading off potential data rate against load in a stable way with scalable characteristics.  Stations should be authenticated prior to participation in load balancing.  The core algorithm is an auction-bid economic model, motivated by benefit to a particular station.  This type of algorithm has been shown to work well in client-server applications since the 1980s.  Stations can use power-save background scan to look for available APs.

1.3.6.3. PatC: Questions?

1.3.6.4. Unknown: One station for auction interval seems problematic.  With roaming you may be in changing conditions.  Do you have information on this?

1.3.6.5. FloydB: You and opt them out of the load balancing, or can enhance the algorithm to allow more than one station at a time.

1.3.6.6. JoeK:  What’s your concept of “load” and how does that tie in with 11e “load category” ?

1.3.6.7. Floyd: Station with higher data rate would be a higher load.

1.3.6.8. JoeK: So load is based on all access categories equally?

1.3.6.9. Floyd: The algorithm does not currently take into account the type of traffic.

1.3.6.10. JoeK: How would this work in a hierarchical, central control situation?

1.3.6.11. Floyd: I see this as hierarchical, as when you use a candidate list the algorithm uses the list of candidates as in Emily’s proposal.

1.3.6.12. PatC:  If you look at the auction scheme, it seems like “first come first served”...  

1.3.6.13. FloydB: No, rather the “level of pain”.

1.3.6.14. FloydSimpson:  Is this based on signal quality?

1.3.6.15. Floyd: We make an estimate based on how many dB away you are from the access point, so available rate is part of the choice.  If you are far away, you may get a rate that would be too low, even though the AP is not heavily used.

1.3.6.16. EmilyQ: The load factor calculated should take into account the type of traffic.  For VoIP, you may have accepted many calls. We meant to keep it simple, but the algorithm can be enhanced---for example separate auctions could be held for each traffic class.

1.3.6.17. RogerD:  802.11e already has admission control based on traffic type via TSPECs, so these fields could bias the load balancing algorithm rather than just spreading the load for all types as discussed here.

1.3.6.18. EmilyQ:   Is it in scope to specify an algorithm?

1.3.6.19. Floyd:  I think we have to ensure that the system will remain stable.

1.3.6.20. Marty: You can’t reserve bandwidth with this right now?

1.3.6.21. Floyd: No.

1.3.6.22. SimonB:  There seems to be some implied communication between STA and AP?  How do you do this?

1.3.6.23. LarryStefani:   That’s my fault.  In this presentation we restricted the discussion to the algorithm.

1.3.6.24. Simon:  But can you clarify the process?

1.3.6.25. Floyd:  Background scanning builds a list of known BSSs.  It picks to ones it might go to and formulates a bid.  The AP collects bids from all comers and picks the one that best meets the balance criteria.

1.3.6.26. TimO:  There seems to be a lot missing.  Would this work every beacon interval?  How to you handle load balancing fast enough?

1.3.6.27. Floyd:  Response is an architectural choice, rate could be based on beacon interval.

1.3.6.28. Larry:  Stations don’t know that they lost the auction.  Other stations aren’t load balancing.  Each station is always evaluating the situation.  By the time the auction is over, an STA might not choose to go there.

1.3.6.29. TimO:  Why not do this go through a separate TSPEC request rather than a new data frame?

1.3.6.30. PatC:  We’re out of time.  Perhaps this can be taken off-line?

1.3.7. Presentation of Document 05/1125r0

1.3.7.1. Floyd Backes presents Channel Selection, document 05/1125r0 on server.  The presentation advocates negotiation of the best channel map using graph coloring algorithm.  Overall quality of channel map is determined by criteria.  The process involves recursion of prescans (to determine other APs), develop a channel quality index, then bit on the channel using Adjacency Channel sum, and bid.  The order in which APs are allowed to camp is determined by Adjacency Vector Sum, which adds all of the contributions.  Those in center of network hear lots of other radios so larger AVS, others at edge have lower AVSs.  You pick the channel using the channel quality index, which rates co-channel congestion (weighted), adjacent channel interference (spill-over weighted by distance away and PHY), and in band noise (measure noise floor, then weight by taking into account non-linearity effect of noise on rate).  Then finally, you take all of these and pick the lowest.

1.3.7.2. MarianR:  How well does the algorithm work with APs that are not part of the common network?

1.3.7.3. Floyd: The technique is robust, but overall quality suffers with increasing number of APs not participating.  If those were around the edge, they’d pick their channels first.

1.3.7.4. MarianR:  APs that have different scan rates, etc. Could this affect the algorithm because computation could be asynchronous?

1.3.7.5. Floyd: Algorithm is robust against this.

1.3.7.6. SudheerMatta:  It appears to me that other algorithms exist that don’t require distributed action.

1.3.7.7. Floyd:  There are many algorithms out there that operate with central control, since that’s simpler.

1.3.7.8. SudheerMatta:  Is there a difficulty if everyone doesn’t start together?  Can it be made to run continuously?

1.3.7.9. Floyd:  Yes

1.3.7.10. Unknown:  There can be a ripple effect when stations do this out of phase.

1.3.7.11. Floyd: You can set thresholds for continuous operation, with hysteresis to improve stability further..

1.3.7.12. Necati:  How can access points execute the algorithm together continuously?.  Also, could stations could share information with access points?

1.3.7.13. Floyd:  You think channel selection should be continuous, not event driven and second is that STAs should share information with APs during the process is that right?  Yes..  We could do that, but no customer has asked for it yet.

1.3.7.14. TimO:  I’ve been looking at algorithms for a number of years.  With an access-driven system, I’ve found that it may not be better to make a uniform interference environment.  How does the power setting work?

1.3.7.15. Floyd:  Power is covered in Roger’s presentation.  Backoff of power can be adjusted.

1.3.7.16. Roger:  Collocation complicates the power control process.

1.3.7.17. TimO:  You need to set power before scanning.  What do you do on the measurement, Max power?

1.3.7.18. Floyd:  Yes

1.3.7.19. JoeK:  This is working in a product?  In a typical environment with many APs, how long does it take for the process to converge?

1.3.7.20. Floyd:  On the order of number of channels not APs.  Minutes.  Depends on number of channels.

1.3.7.21. JoeK:  Has there been any microwave oven trouble?

1.3.7.22. Floyd: No.

1.3.7.23. PatC:  We’re out of time.  Next presentation?

1.3.8. Presentation of Document 05/1070r1

1.3.8.1. Emily Qi presents document 05/1070r1 - Normative Text for Troubleshooting and Diagnostics, with Tim Olson.   Design goal was to create an extensible framework for network diagnostics and troubleshooting.  The alert is introduced, triggered by a problem or failure.  Types of alerts can include a transition alert during roaming, weak coverage or network instability, an RSNA alert where too many RSNA failures have occurred indicating encryption troubles or hacking, and a Blacklisted BSS alert where barred BSSs have been detected which may require exclusion from Neighbor Lists.  The presentation proposes the Alert channel element that contains the trigger for an alert, as well as logging.  TimO then continued the presentation with the concept of a Diagnostic Channel.  It allows diagnostics to be conducted driven by a trouble report, and offers several tests, including Client Report (exchanges client information), 802.11 Authentication (requests authentication with specific WLAN, Reassociation (determines if client can associate with designated WLAN).  Built on action class frame: Request/Report Frames. 

1.3.8.2. MarianR:  Could you better describe what is the Diagnostic Channel?

1.3.8.3. TimO:  This actually creates a channel with a special SSID for diagnostics only, not used anywhere else in the network.  Then one can direct an STA to directly attempt to contact the diagnostic channel.  The technique could also use AI to automatically find and diagnose problems.  More tests could also be added.

1.3.8.4. MarianR:  Some of the tests seem to be unencrypted?

1.3.8.5. TimO:  Yes but could subsequently move to an authenticated/encrypted channel as the first tests are completed.

1.3.8.6. JoeK:  Do you turn logging on and off?

1.3.8.7. TimO:  The diagnostics may request logging, or triggers may cause log to be started automatically.

1.3.8.8. JoeK:  This is a mechanism for accessing log, then?

1.3.8.9. TimO:  Yes.  We will eventually have to have ways to signal that a client can actually support the logging functions.

1.3.8.10. JoeK:  In TGk we explored diagnostics. Do you think TGv is an appropriate place to do this?

1.3.8.11. TimO:  Yes. The tests are 802.11 Layer 2 diagnostics, so I think this is a good place.

1.3.8.12. PatC:  We are out of time, so we should recess.   We will start after break at 1040, instead of 1030 due to trouble in my schedule-making.  If you have a presentation that is not in document 05/1139 let me know before Thursday.

1.4. Closing

1.4.1. Recess

1.4.1.1. PatC: Is there any objection to recessing for the break?  Hearing none, we are recessed.

1.4.1.2. Recess at 0955.

1.5. Opening

1.5.1. Call to order

1.5.1.1. Pat R. Calhoun (PatC): I call the meeting to order.

1.5.1.2. Meeting convened at 1040 hours.

1.6. Process

1.6.1. Presentation of  Document 05/0927r2

1.6.1.1. Tim Olson presented document 0927r2 - Client Management Protocol Details.  This is a continuation of previous work, and has been further integrated with the work of TGk, which provides for measurement frames and action frame categories.  The presentation expands managed object request elements with GetRequest and SetRequest for obtaining and implanting information.  Companion elements GetResponse, GetBulkResponse and SetResponse are also outlined.  Companion document 05/1083r0 Client Management Protocol Normative Text creates suggested normative text implementing these constructs.  Author admits mixed feelings about writing this, and could use feedback from group as to whether this seems like the direction it wants to go.

1.6.1.2. LarryS:  There seem to be several approaches that would work.

1.6.1.3. TimO:  Yes, one could run either this or SNMP on clients.

1.6.1.4. LarryS:  One would not have to do a full SNMP.

1.6.1.5. TimO:  Yes, but this is still a substantial group of functions to handle.  Last time we generally agreed that we probably didn’t want to go the SNMP route. 

1.6.1.6. JoeK:  A question on object characteristics:  Are you modifying the object type, with write, read-only, etc?  How is that handled?   Is everything open, regardless?

1.6.1.7. TimO:  One can define permissions, but it looks as if there is little to gain by doing that since it is implicit in the nature of the action.

1.6.1.8. JoeK:  Then the station using the interface has the responsibility to make this work properly?

1.6.1.9. TimO:  Yes.

1.6.1.10. EmilyQ:  Thanks for putting this work together.  Since we have not completed an access control framework yet, it seems like SNMP would be better.

1.6.1.11. PatC:  We covered this many times before.  Many devices limit the mechanisms by which they can be controlled.

1.6.1.12. JesseW:  I’d like to push back.  If I think how this info might be useful, you might need it before you have a link.  802.11w will not support this until state 3, making it necessary to run SNMP since you don’t have an IP address yet.

1.6.1.13. MarianR:  Would this be useful for readout of station objects or for real-time use?

1.6.1.14. TimO:  Very flexible, could be used for either, but would probably be more effective (due to delays) for fixed objects.

1.6.1.15. PatC: Next presentation, please.

1.6.2. Presentation of  Document 05/1077r0

1.6.2.1. Simon Black presented document 05/1077r0, Triggered Measurements as a framework for 11v diagnostic alerts.  A companion document, 05/1076, Framework for 11v Diagnostic Alerts Normative Text, provides suggested normative text.  Similar to Emily’s presentation thrust.  11v has an objective to provide diagnostic feedback.  This could be derived from 11k where a triggered mechanism already exists.  The theme of this presentation is to use the “k” basis rather than “reinvent the wheel”.  However, the presentation adds the capability of multi-radio coordinated measurements, which “k” doesn’t have.  Multicast performance reporting can also be accommodated using the triggered approach.
1.6.2.2. TimO:  There may difficulties with using the “k” approach: Having the overhead of duration fields might be OK.  But here there are overheads that may not be appropriate.
1.6.2.3. SimonB:  If you think about ”k”, you don’t have to use the duration field on some of them.
1.6.2.4. TimO:  Yes, but those “k” ones don’t well support “v” needs.
1.6.2.5. JoeK: Why didn’t you include all the other radio measurements of “k”, rather than just QoS?
1.6.2.6. SimonB: QoS is the only one that offers triggering capability.
1.6.2.7. JoeK:  Seems like this may be restrictive, and charging into normative text too soon.
1.6.2.8. PatC:  Time’s up.  Next presentation, please?
1.6.3. Presentation of  Document 05/1068r1

1.6.3.1. Roger Durand presented document 05/1068r1, MultiRFPower showing normative text.  There is another presentation, 1114r0 Dynamic Multilevel Power Control provides background Powerpoint information. There are two added fields and how they are used is described. There are compatibility issues associated with regulatory and legacy devices for power control.  I decided to extend the 11h field to communicate power control capability.  Use of power control can dramatically increase the capacity of the network, and that is the objective of this proposal: to minimize the amount of energy needed to communicate.  If a power control command is ill-formed it could prevent radar detection.  This is a simple concept, as outlined in 1114r0, using radio sensitivity threshold adjustments.  With legacy equipment without power control, coverage may be maximized, but not capacity.  This requires power shaping if one does not have a specialist lay out the system with appropriate cell separation and overlap (assuming all APs on the same frequency) together with static power levels.  This proposal advocates dynamically adjusting power, providing best coverage and maximized capacity using management frames at full power, but reduced power for closer clients and max’d power for clients at cell edges.  Likewise, radio sensitivity adjustment allows sensitivity to be reduced to compensate for interference, and transmit power is increased.
1.6.3.2. TimO:  I don’t exactly understand what you get for what you receive.  Why can’t I adjust my local power constraint?
1.6.3.3. Roger: It’s necessary to get the coverage and capacity simultaneously.  With only one type of power set capability, management and data frames can’t set management and communication powers separately.  The technique also can allow APs to hear each other.
1.6.3.4. TimO:  For management frames you want APs to hear each other?
1.6.3.5. Roger:  Yes but there are few of those.
1.6.3.6. TimO:  Sometimes 80-90% of traffic is beacons, though.   You really need to de-sense receive and transmit together.
1.6.3.7. JoeK:  Good approach for default power control capability.  But in order to gain from technique one should qualify on not only frame, but destination address.  Suggest this would move forward, but could be better if MAC address based.  We are not changing any PHY characteristics, so the changes might be better viewed as squelch (masking) rather than sensitivity.
1.6.3.8. RogerD:  Sensitivity is a legitimate variable.
1.6.3.9. JoeK:  Are you suggesting that TGv will vary sensitivities?
1.6.3.10. RogerD:  Yes
1.6.3.11. EmilyQ: You want to treat beacons?
1.6.3.12. RogerD:  Yes 
1.6.3.13. EmilyQ:  Can you expand on what these adjustments would do to associations?
1.6.3.14. RogerD:  Radio sensitivity and CCA are separate, but similar in function.  CCA has a non-real component (virtual via NAV), which distinguishes it from sensitivity.
1.6.3.15. JesseW:  All the diagrams reference a small number of devices.  What if large number devices.  Can this remain stable with lots of devices?  
1.6.3.16. RogerD:  Data power is based on associations, management power is set relative to nearest access points.  This remains stable with more participants.
1.6.3.17. TimO:  I agree with your CCA observations, but they are not the same.
1.6.3.18. RogerD:  We can add normative text to clarify this.
1.6.3.19. PatC:  Time for the next presentation.
1.6.4. Presentation of  Document 05/1073r0

1.6.4.1. Jarkko Kneckt (Nokia) presented document 05/1073r0 - Advanced Power Saving.  The presentation compares APSD mechanisms and concludes improvement is possible.  APSD has no scheduling possibility, while scheduled operation has no way to prevent unnecessary awakening, but turns on clients always at the same time.  Limitations due to inability to use voice coder silence intervals.  Suggest use of scheduled APSD + HCCA.  Some codecs produce synchronized outputs encouraging repeating collisions with APSD.  Suggest distributing (randomizing) APSD triggers at client.  If AP does not support scheduling, the ADDTS response might be used. 
1.6.4.2. Marian:  Would you say this is particularly useful for optimizing transmit opportunities?
1.6.4.3. Jarkko: Yes
1.6.4.4. MarianR:  We held many straw polls regarding whether things like this were in scope, and it seems that this is not.
1.6.4.5. PatC:  You have a point, but the process that was proposed for queuing proposals was rejected by the group.  This presentation thus fits the ”anything is in” view of the group.  You could make your views known on Thursday.   Rather than try to fill the remaining time and have to split a work in progress, I suggest that we recess until the afternoon session 15 minutes early.
1.7. Closing

1.7.1. Recess

1.7.1.1. PatC: Is there any objection to recessing?  Hearing none, we are recessed.

1.7.1.2. Recess at 1215 until 1330.

2. Tuesday Afternoon Session, November 15, 2005

2.2. Opening

2.2.1. Call to order

2.2.1.1. Pat R. Calhoun (PatC): I call the meeting to order.

2.2.1.2. Meeting convened at 1330 hours.

2.2.1.3. PatC: Since Mr. Jokela is not here, and he was scheduled to present at this time, we will swap presentations, taking document 1079r1 now instead.

2.3. Process

2.3.1. Presentation of  Document 05/1079r1

2.3.1.1. Stuart Golden presented document 05/1079 r1 (on server) - Key Issues about WiFi Location Presentation.  The presentation advocates establishment of AP location database integrity, since location information may be critical to delivery of help or response.  Whether an AP database is valid is an important consideration.  A validity metric is proposed.  The need for a control mechanism to set the measurement rate is also examined.  The presentation advocates location probe/response mechanism to support signal strength, TOA, and TDOA location methods.

2.3.1.2. RogerD:  I support what you’re doing here.  I feel that some might feel that their present radio designs don’t support the resolution you need, but I feel that 11n-like PHYs would provide this capability because they have a much higher sampling rate.

2.3.1.3. Stuart:  We rely on the Nyquist rate with a matched filter to set the accuracy.

2.3.1.4. RogerD:  If you are dealing with matched filters, they must be the same at both ends of the link.

2.3.1.5. Stuart:  But the filters will influence both the transmitted and received packets at each end, and thus compensate.

2.3.1.6. Roger:  In your diagram if the AP and STA have different filters, then the TOA will “move” according to the filter used.

2.3.1.7. Stuart:  The turn-around time is also included to minimize this effect.

2.3.1.8. JoeK:   In a multipath environment, path effects will exacerbate the filter problem.  Moreover clock drift will also reduce accuracy.  How much hardware might it take to support these problems?

2.3.1.9. Stuart:  With multipath, you can compute the time difference taking into account multipath mitigation.  The time approach almost always works better than signal strength, which is currently used.  As to the clock oscillator, the time for the exchange is so short that the drift is not a problem.

2.3.1.10. JoeK:  But the time is more than 10,000 times the required resolution!

2.3.1.11. PatC:  We must move to the next presentation, so please work this offline.

2.3.2. Presentation of  Document 05/1075r1

2.3.2.1. Jari Jokela (Nokia) presented 05/1075r1 - bc-and-mc-enhancements.  The presentation examines power save issues with bc/mc services.  Power save currently depends on the DTIM mechanism, which may incite traffic peaks hazarding scalability with future streaming bc/mc services.  Moreover reliability of these services may be troubled due to no acknowledgements and high error rates characteristic of the wireless medium.   Currently there is only a single and fixed power save mechanism for a wide variety of  services.  Terminal standby times may vary also causing problems.  The presentation advocates bc/mc to unicast mapping to solve the difficulties and provide more reliable service, with flexible mc service intervals.  Also advocated are RRM capabilities sent in beacon and probe response frames and ability for non-AP STAs to advertise their capabilities.  A multicast-to-unicast conversion process is outlined.  Multicast diagnostics are introduced to determine if problems are present using TGk Triggered Autonomous Reporting.  An 802.11n “aware” method could “piggyback” many acknowledgements to provide higher efficiency with the benefit of acknowledged receipts from all clients.

2.3.2.2. PatC:  Questions?

2.3.2.3. LarryS:   I am nervous about the bc/mc to unicast conversion.  It seems like this could lead to problems .

2.3.2.4. TimO:  With multiple modes operating simultaneously, there could be considerable complexity.

2.3.3. Presentation of  Document 05/1085r1

2.3.3.1. Joe Kwak (InterDigital) presented document 05/1085r1 with companion document 05/1084r0 providing normative text for Managed BSS Channel Switch.  BSSs switch channels primarily due to interference (e.g. radars).  Depending on power level of interferer, STAs may behave differently due to local conditions.  STAs and APs may have different priorities in selecting alternative channels.  TGh addressed Dynamic Frequency Selection for Radar Avoidance by using a BSS announcement in the beacon.  This proposal builds on that framework by adding a protocol that allows AP/STA negotiation, STA initiated switching, AP polling STAs for their preferences.  The AP makes the decision of where and when to switch.  Each STA decides to follow the AP switch or roam instead; if following it must acknowledge.  A protocol sequence chart is provided.  The technique is said to work with both distributed and central control architectures.  Behavior is similar in approach to Load Balancing, as reviewed earlier.

2.3.3.2. ChrisZegelin:  If all access points are on different channels there may be not many channels left.  If STAs can request changes, could channel change “storms” erupt?  Also, if power-saving devices are present, one must ensure that the notification broadcast of switching covers the longest of them.

2.3.3.3. JoeK:  If the AP is part of a coordinated network, instability is unlikely and this protocol allows the process to proceed.  If not, policies can be set to ensure stability.

2.3.3.4. RogerD:  I generally support this proposal, but I do have concerns.  If an AP announces a switch to a possible radar channel there may be issues about using the channel.  If the switch is synchronized, it tells exactly when to switch, right?

2.3.3.5. JoeK:  Yes.  APs must do quiet time assessment before changing channels.  This is meant to enhance TGh, but work more flexibly.

2.3.3.6. Marty:  I’m not sure the power-save stations can work with such broadcasts.

2.3.3.7. JoeK:  That was Chris’ second point.  The broadcast has to be special so as to ensure that all power-save devices are informed.

2.3.3.8. FloydB:  If the AP changes to a channel, can that cause another station to request a channel change due to a changed interference regime?

2.3.3.9. JoeK:  There may be a ripple effect, however if the AP is part of a network, it should have enough information to determine the best target for the switch that produces the minimum ripple potential.

2.3.3.10. FloydB:  So the implementation is up to individuals?

2.3.3.11. JoeK:  Yes this is only the signaling mechanism.

2.3.4. Presentation of  Document 05/1115r1

2.3.4.1. Roger Durand (Autocell) presented document 05/1115r1 - Interference Detection and Signature Matching, with companion normative text document 05/1067r01.  The presentation outlines ways that interference can be detected using capabilities already present in 802.11 radio implementations.  The process involves measuring the noise floor and then sampling the energy periodically in an interval.  The signatures of the interference then become apparent and may be compared and added to a catalog.  Various interferer signatures are illustrated.   The  capability is targeted at improved channel selection and more rapid response to S/N degradations with consequent high error rates caused by appearance of interference.

2.3.4.2. JoeK:  This seems fundamental to characterizing interference assessment.  In TGk we had a proposal to measure these parameters (a histogram) using long-time sampling.  We considered that, but discarded it two meetings ago.  Based on that history, what do you see as the prospect for including it in TGv?

2.3.4.3. RogerD:  This is different from what was proposed in TGk, with a more generalized approach.  The trouble with “k” was that it couldn’t separate regular traffic from interference.  This actually interrupts the channel to make this happen.

2.3.4.4. SimonB:  What does congestion interference mean I the normative text?

2.3.4.5. RogerD:   This is an artifact of a previous proposal, and should be removed.

2.3.4.6. SimonB:  The signature examples are included as informative?

2.3.4.7. RogerD:  Yes.  If you measure the pulse width you can actually do a lot of identification.

2.3.4.8. TimO:  In “k” we wanted to preclude silicon changes, and that’s why we pulled it out.  What makes you think this won’t impact silicon?

2.3.4.9. RogerD:  I am very confident, having measured a vast sample of radios, that all of them have the ability to do this now.

2.3.4.10. EmilyQ:  Would you propose using the “h” method for getting a quiet period?

2.3.4.11. RogerD:  A long NAV could also do this, while supporting all legacy equipment.

2.3.5. Discussion regarding scheduling of Thursday motions

2.3.5.1. PatC:  Emily mentioned that on Thursday we could get trapped on motion language.  We might run out of time, and hazard getting all the motions completed.  

2.3.5.2. JoeK:  Remember of the 14 presentations we’ve had, we can eliminate 5 because they don’t have normative text.

2.3.5.3. RogerD:  Some of the motions may attempt to be reworded due to amendments, and I am concerned about running out of time.…

2.3.5.4. JoeK:  I think we have very different proposals.  Some need more work than others.  If we consider merging serially, with discussion.  If we run out of time, we should continue in January.  I think we should avoid bad decisions due to rushing.

2.3.5.5. Sudheer:  I agree

2.3.5.6. Marty:  If we run out of time, do we have a draft?

2.3.5.7. PatC: Currently we don’t have a draft.

2.3.5.8. TimO:  We don’t have a draft either way, as these votes are only to merge text into a document.

2.3.5.9. Marty:  Do all 14 have to be voted upon to have “merged text”?  Maybe we should pick a preferred order to speed the process.

2.3.5.10. PatC:  That’s why these have been on the server for a week

2.3.5.11. Dick:  Perhaps we could use “n” time since many of the sessions have been canceled?

2.3.5.12. PatC:  There may be conflicts with “k” though.

2.3.5.13. EmilyQ:  We could simplify the vote to simply “merge” or “not merge” with a paper ballot approach.

2.3.5.14. PatC:  If a contribution doesn’t make it in this time, it just means that it won’t be in the first draft.

2.3.5.15. JoeK:  Although expeditious, I think this prevents an exchange of views of the group, which I view as important.

2.3.5.16. Sudheer:  All of us seem to think we need discussion time.  Isn’t there something we can do to get more time?

2.3.5.17. PatC:  Let’s have a straw poll -  Should we change the process? 16 yes, 1 no, 10 abstain.  Any recommendations?  I heard suggestions that we postpone the merges.

2.3.5.18. Marty:  I think that’s unfair to those who have been preparing on the basis of the current process.

2.3.5.19. FloydB:  Another possibility is to wait to see how we make out using the process, and decide later to extend if necessary.

2.3.5.20. JoeK:  Moreover, I suggest that we direct the editor to include those already approved as an interim draft.

2.3.5.21. Marty:  The question is, what is a complete draft?

2.3.5.22. PatC:  We could extend the motion time to the full two hours…

2.3.5.23. JoeK:  We could also discard the joint session with “u”, which would give us an extra hour.

2.3.5.24. TimO:  Again remember: We are not voting text in, we are only approving merging.  Between now and the next meeting, I suggest improving the text, so that in January we will have clean text.  I see no problem with changing the procedure so that we work systematically.  We’ll still end up with a draft in January either way.

2.3.5.25. RogerD:  I have seen it happen before that a chair cooperates with another group to facilitate progress, but we can run aground on orders of the day, etc.  We could persuade “k” from delaying its call to order to fix this….

2.3.5.26. PatC:  A possible option.  I like to have folks forward suggestions to me on this.  The real problem is getting a room to extend the TGv meeting time.

2.3.5.27. Sudheer:  All I want is to allow people to have the necessary time to have their questions answered.

2.3.5.28. PatC:  We could do that and still continue the progress in January.  What do people want to do with the joint agenda.  3GPP sent a liaison to ask for E911 support.  We are the location part of the E911 problem, which motivated joint v/u time.  We were also going to revisit the “virtual AP” work.  What do people want to do with the “u” session?   Straw Poll: How many people are against having the “u”: joint session and using the time for “v”? 15 yes, 0 no, 3 abstain.

2.3.5.29. Marty:  I wish to move…

2.3.5.30. PatC;  Our time has expired.  I will check with the Chair and report back to the group.   

2.4. Closing

2.4.1. Recess

2.4.1.1. PatC: Is there any objection to recessing?  Hearing none, we are recessed.

2.4.1.2. Recess at 1530.

3. Thursday Morning Session, November 17, 2005

3.2. Opening

3.2.1. Call to order

3.2.1.1. Pat R. Calhoun (PatC): I call the meeting to order.

3.2.1.2. Meeting called to order at 0800.

3.2.1.3. Last time members expressed a desire to better understand the substance of the presentations via questions, so we have cancelled our joint session with TGu and will use the recovered time to handle presentations, questions and vote on merging.

3.3. Process

3.3.1. Discussion

3.3.1.1. RogerD:  I suggest that we instead handle all presentations and questions first and then have votes.

3.3.1.2. PatC:  Let’s have a straw poll to continue all presentation questions now.

3.3.1.3. Yes 17, 0 No, 3 Abstain.

3.3.1.4. PatC:  Very well, let’s proceed.

3.3.2. Presentation of  Document 05/1081r0

3.3.2.1. JoeEpstein (Meru) presented document 05/1081r0 - Proposal for Simple Diagnostics.  The presentation advocates letting the implementer own the space of diagnostic messages, based on the belief that most stations will have more reasons for doing things than can be assigned in TGv.  The proposal idea would be analogous to syslog.  The presentation describes a log message action frame to accommodate the function.  The approach is said to allow extensibility since a fixed catalog of error or status codes may not cover the full range of possibilities that would be useful.

3.3.2.2. BobM:  Are you suggesting that this facility should supplement a catalog of common diagnostics such as have already been proposed?  I think it will be useful to have a foundation of diagnostics that all equipment types recognize in addition to proprietary ones.

3.3.2.3. JoeE: Yes. I view this as a supplement with a common frame exchange format.

3.3.2.4. TimO:  I agree totally, however IE may limit you to 256 characters, which may prove limiting.

3.3.2.5. JoeE:  It may be necessary to separate the classes of diagnostics/results.

3.3.2.6. TimO:  Syslog format may require standardized report types.

3.3.2.7. JoeE:  Yes, and this may cause difficulty for proprietary reports specific to particular equipment.

3.3.2.8. EmilyQ:  We should make sure that the diagnostics are both human and machine-readable.

3.3.2.9. JoeE:  There’s a lot of agreement here.  The important issue is that we keep the framework extensible, since it would be hard for the standard to keep up with all of the diagnostic needs going-forward.

3.3.2.10. RogerD:  Your intention is to couple diagnostics to specific vendor OUIs?

3.3.2.11. JoeE:  No, because that would be too hard to keep up to date.

3.3.2.12. JesseW:  What would keep this from becoming a separate data channel?

3.3.2.13. JoeE:  Nothing.

3.3.2.14. PatC:  I think there should be a catalog of common and proprietary types.

3.3.2.15. JoeK:  A container for proprietary information seems counter to what’s been done in the past.  Rather than a generalized container, I suggest that vendors be required to make the proprietary information public.

3.3.2.16. TimO:  This seems more restrictive than the framework already in place for putting in syslog-like diagnostics.

3.3.2.17. BobM:  I advocate a group of common diagnostics based on making networking of 802.11 practical, like ODB-II in automobiles which became powerful only when a common set of diagnostics was prescribed.  Then proprietary ones arose as a supplement , and later these also became public.

3.3.3. Presentation of  Document 05/1087r0

JoeEpstein (Meru) presented document 05/1087r0 - Virtual APs.  Beacon information is becoming a loading consideration, since a lot of information is now being included.  Simple virtual AP support would advertise the radio the frame is transmitted from and advert cell state operation.  Adding some complexity can still provide the necessary information without building load unnecessarily by partially decoupling advertisement from cell state operation.  Doing such would merge the different BSSs into one while preserving most of the semantics as today.  BSSs would take turns transmitting beacons.  It would act like a “root” BSS with coupled supplementary information.

TimO:  I was thinking about how the root  BSSID gets coupled to all the others.  How does the root (0 address ID) couple to the others?  How do I know which of all the others are coupled?

JoeE;  In this presentation, that wouldn’t be supported, but it might be added.  I loathe adding mapping, though, because I don’t like that construct.

TimO:  So a group would have the same root BSSID,  which could be a pattern matching problem since clients would have to keep lists of coupled BSSIDS, and this could be processing intensive.

JoeE:  That was a requirement that we should address anyway.  The other issue is how to scan  and “collect” BSSIDs.   When you receive a sub-BSSID, you could trigger a scan to look for the others.  I don’t think I really envision a strong need for scanning 

BobM:  I think this is a good idea for lowering overhead, which will be needed going-forward to cope with ever-growing system information needs.  I see parallels to TDMA  systems with hierarchical frame sequences that contain progressively more information, but  transmitted less often.

JoeE:  Yes cutting overhead was the thrust here.

Peter:  I have another approach on this.

TimO:  If I’m trying to build hash tables linking many BSSIDs, that could be troublesome.  Experience shows bitmapped coupling works well for this, at low processing complexity.  It will be important to determine which virtual APs are part of the “root”.

JoeE:  I have some difficulty with a map, but I think if we started somewhere we could add on and make the idea better.   Regarding Peter’s observation, I think adoption of this one would allow us a starting point that we could build upon.

3.3.4. Review of Proposals for Questioning

PatC:  Let’s begin with Emily’s presentation of Load Balancing 1065r0.
TimO:  I am unclear about the use of roaming list vs. neighbor list.  Why do we need both?

Emily:  The neighbor report is less dynamic.  The roaming list is more “real-time”.

TimO:  There is nothing in “k” that indicates it’s not real time. I’d hate to add another message structure when one we have already would be usable.

Marty:  The neighbor list is not “static”, it just contains information that frequently doesn’t change.

JoeK:  When will we discuss what a TGv terminal will be?  Will all terminals that handle “k” also support “v” or not?  Tim assumes that all “v” terminals will have “k”.  We have to answer this bigger issue.

JoeE:  The neighbor list doesn’t exactly couple to the load balancing function, and as such has to be interpreted.  This proposal suggests a mechanism directly coupled to the purpose. 

TimO:  Buy why have a different frame and build overhead and complication?  Seems simpler to build on what already exists?   I would like to move to complete Q&A. for all the presentations to save enough time for the acceptance process.

PatC:  You have a motion prepared?

TimO: Yes.

Move to amend the agenda to postpone the TGv merge vote to after the Q&A session for the individual proposals.

Moved:  Tim Olson

Seconded: Sudheer Matta

PatC: Discussion? Yes

RogerD:  This seems inappropriate.  I fear that with the Q&A and when the motions are presented we will run out of time because the discussion on the motions will amount to another Q&A.

PatC:  We’ve already taken a lot of time just on Emily’s proposal.

JoeE:  I am concerned as well.  I’d like to see votes extend to January.

BobM:  I support JoeE’s January vote extension proposal.

JoeK: I agree with Roger and JoeE.  We should flush out the questions and then resolve to do all of the voting at this meeting.  We should vote serially on each presentation, and continue in January if necessary.  We could get a time concession from TGk.  Our editing tasks would also be simplified.

Marty:  I’m confused about running out of time.  Is it for this meeting?

PatC:  Yes we must close at 12:30 today.

HarryWorstell:   Point of order.  You are not allowed to change the meeting on such short notice, as requires “notice” time when doing so.

Marty:  We need to talk among us before voting and the current process might lead to the possibility that a very small number of people could control the process for keeping material in the draft going-forward.

RogerD:  The questions may overlap so a vote on each could cross-impact.

TimO:  This is not an editor issue, as there will not be a base draft in January anyway.  If we limit discussion now, we would have so little time to vote it is not reasonable.  I think it is not likely we could finish.  I support getting together in January as many of the current proposals could merge as we go toward January.

PatC:  But we had a process in 918r2.

JoeE:  I would like to amend the motion to say:

Move to amend the agenda to postpone the TGv merge vote to after the Q&A session for the individual proposals, with the voting starting no sooner than the January 06 meeting.

Seconded JesseW

PatC: The mover accepts the amendment? Yes.

Marty: I call the question.

PatC:  Do I hear any objection calling the question for the amended motion?  No.

RogerD: Point of Order:  Has the amendment been approved?

PatC:  Yes, the amendment has been accepted.  Is there any objection to calling the question?  No.

Vote is 33 Yes,1 No, 7 Abstain The motion passes.

PatC:  The questioning continues.  Roger Durand is next.

Roger Durand accepts questions on documents 1069r0  and 1126r0.

JoeK:  I have the strong opinion that incorporation  of specific algorithms is bad practice.

FloydB: I disagree.

BobM:  I feel that this was a hard lesson learned by cellular, since not specifying them can lead to system difficulties.

Emily:  But I suggest more than one be adopted.

BobM: In my experience, more than one is more dangerous because of the need to evaluate all possible interactions which could lead to instability.

Marty:  Do you recommend mandatory or optional treatment?

FloydB:  I vote mandatory.

JoeE:   It seems like it will be hard to put in just one algorithm. I suggest a number of authorized ones with specified behavior based on whether or not a client supports them.  The chosen ones would have to be shown to converge.

Floyd:  I’m OK with this, but feel that convergence is required and is implicit.

TimO:  I think other groups have had trouble with this, and it might require, for example, having to harmonize the standard with IETF, etc.  I’m also worried about behavior in a highly mobile environment.

FloydB:  I hear that you want enhancements.  We have looked at those, but we wanted to make the proposal understandable, but extensible.  I think I heard that you’re not against an algorithm, but that it needs a governing system.

SudheerM:  The algorithm’s behavior is likely to be dependent on beacon interval.  If the beacon interval changes, can we show that the algorithm still works?

Floyd:  We could bring in simulations to show that.  We chose this algorithm to be tolerant of these effects.

JesseW:  I speak strongly for this algorithmic inclusion as you must assure that the network doesn’t collapse.   But we have to make sure that it works in all cases and is “bulletproof”.  I advocate mandatory.

TimO:  I’d like to see how security issues would be handled and the infrastructure implications, e.g. layer 2 as well as layer 3 impacts.

FloydB: I perceive a “Catch-22”.  We may not be able define an algorithm without layer three, so we must use layer 3 to make it work.

TimO:  Both your submission and PowerPoint doesn’t talk about how messages are exchanged.

LarryS:  Simon asked about this on Tuesday.  I added the clause 10 messaging found in an 11 “r” draft.  The bids and accepts are data frames sent through the associated AP.  All the messages and responses can be accommodated.  

FloydB:  The protocol was specifically designed to accommodate non-reliable transport.

JesseW:  It’s not necessary to cover all of the functions without assuming some additional back end protocols (experience from “i”).  It’s better to build a robust system that spans standards.

BobM:  Floyd, I’d like to ensure that the contribution is expanded to better-accommodate QoS as this will become an important driver for having a coordinated network going forward, such as multimedia services and high speed capabilities (such as “n”) will provide.

FloydB:  We agree that this has to be included and we welcome and solicit additional contributions to make this part of the capability going-forward.

TimO: I thank Jesse for his inputs.  It will be necessary to make sure that all layer 2 and layer 3 capabilities are there in order to make this work. 

Emily:  We want to extend 11v to be compatible with back end applications.  Also VoIP and QoS will be critical components of load balancing.

PatC:  Next we have Roger Durand with documents 05/1125 and 05/1066. covering channel selection.  Are there any questions for Roger? No.

PatC:  Next we have Emily Qi with documents 05/1070 and 05/1224, Proposal for Diagnostics and Troubleshooting. Any questions for Emily? Yes.

JoeK:   Based on the earlier discussion about overlapping with other diagnostic schemes, what is the author’s opinion about whether a merge with JoeE’s proposal is practical?  

TimO [With Emily]:  I believe these are compatible.  However this one uses an action frame.  Joe’s is limited to an IE’s maximum of 255 bytes and this could be too restrictive.  A regular syslog might easily exceed this constraint.  We are philosophically well-aligned, though.

JoeK:  What is your view about the practicality of a client’s need to accommodate logs and the like?  Triggering background operations, although a good idea, can severely tax the processing capability of many clients.  It seems like the idea is catching on, but how much resource might this take?

Emily:  Some vendors already have implementations (event log) kept locally, and it does not seem to cause trouble.

TimO:  I am more worried about the memory demands rather than the triggered processing, since most of the variables are MIB-based anyway.  Depending on how often data is collected, memory demands could be significant.

JoeE:  Extensibility?

TimO:  [Shows Event Log Type definitions]  We can go to 255 log type definitions.  Years from now, a new log type can be added.  Vendors can add their own new syslog based on the type.  The system won’t know what the fields are, but the information exchange can be accommodated within the framework.

JoeE:  What about the fixed fields?  Isn’t that restrictive?

TimO:  We could have another set of log elements to accommodate different reports with different amounts of information.

JoeE:  Is there a way that a vendor could customize this using categories and sub-categories for vendor-specific information?

TimO:  I have trouble about making decisions about how much freedom a vendor can have.

JoeK:  Now that I understand that, why don’t you implement some things such as software code events---not a trigger, but like an address to show that a debug event happened.  Why be so restrictive? If implemented all stations in the network could be monitored for a rare event.  Some manufacturers may be able to use this.

TimO:  I won’t comment on the usefulness.  In terms of the structure we are proposing, if it’s a specific enough thing, you can add a log type and specify the information to be sent back.  If you want to send back a syslog, you can fit it into the schema.

Emily:  I don’t understand Joe’s question. 

JoeE:  If you were more extensible, there would be more potential for diverse uses.

TimO:  What is the ability to handle arbitrary information if you don’t know how to interpret it?

BobM:  A philosophical concern:  With overlap in “k” and “v” I’d like to understand how the triggering and logging functions are partitioned so that there are no outages or conflicts.

PatC:  We must recess for the break now.

3.4. Closing

3.4.1. Recess

3.4.1.1. PatC: Is there any objection to recessing for the break?  Hearing none, we are recessed.

3.4.1.2. Recess at 1000.

3.5. Opening

3.5.1. Call to order

3.5.1.1. Pat R. Calhoun (PatC): I call the meeting to order.

3.5.1.2. Meeting called to order at 1031.

3.5.1.3. PatC:  Emily, you are still handling questions.  Are there any more questions for Emily?  No.  Tim Olson, are you ready for questions?

3.5.1.4. TimO: Yes, I shall entertain questions on 05/927r2 and 05/1083r0. However  I would also like to know if the group feels we should really do this.

3.5.1.5. LarryS:  I had some concerns off-line, regarding private MIBs.  Tim thought we could change the text to include a “compressed” using a supplementary field where one was fully-qualified IEEE, as well as other separate ones.  On the web, there are MIBs with extensions greater than 255.  On the SNMP issue, having had experience with clients, SNMP would work OK.  There are implementations now that use SNMP, but others that also support proposals such as this.  

3.5.1.6. JoeK:  I like this approach, but I think it’s incomplete.  We can agree that it is incomplete and can add it as we go along.  

3.5.1.7. TimO:  We should go ahead, but I am not sure that over the air we can assume layer 3 is in place.

3.5.1.8. JoeK:  The PAR says we are doing interfaces to upper layers.

3.5.1.9. PatC:  The PAR says the MIB is accessible.

3.5.1.10. JoeK:  I’m not saying that an AP MIB interface is not useful.

3.5.1.11. Sudheer:  I’d like to understand the security aspects of this.  I strongly support the presentation, but would like to know about this.

3.5.1.12. TimO:  Emily and I have talked about the access issue, and we concluded that we could not submit anything.  TGw will be great for protecting over the air frames, but it won’t actually handle access to MIB permissions.  We view this as a separate issue.  We need a solution for that, and it’s not addressed in my presentation.

3.5.1.13. Sudjeer:  What connections do we have with “w”.

3.5.1.14. PatC:  We contacted them early-on, so they know that linkages exist and have to be worked jointly.

3.5.1.15. Emily:  We should work with “w”.

3.5.1.16. Sudheer:  However, I think we should lead here.

3.5.1.17. JoeE:  We may not be able to send these things until layer 3 is “up” anyway.

3.5.1.18. LarryS:  SNMP requires a lot of stuff.  I’d like to hear more feedback.

3.5.1.19. BobM:  This information is close to the “nuclear core” of the 802.11 MIB.  I believe penetration in clients will depend on complexity, and this will keep cost lower, and thus allow the solution to propagate into more devices.  Also the non-SNMP approach means a less-uncontrolled linkage to another standard.

3.5.1.20. PatC:  Any more questions?  No.  Simon, are you ready?

3.5.1.21. SimonBlack: Yes I am prepared for questions on 05/1066, and Powerpoint 05/1077 on Triggered Protocols.

3.5.1.22. TimO:  Are all triggers set by the action category?

3.5.1.23. SimonBlack:  Alerts will be coupled to measurement type along with triggered measurements for diagnostic tests.

3.5.1.24. TimO:  I’m confused about trigger-response limitations w.r.t. the QoS frame.  If all you do is want to get information, it seems inappropriate to couple it to a triggered overhead, as this tampers with an already-present measurement program.  If this is a case where information delivery only is needed, it seems like LCI is a better way to go.

3.5.1.25. SimonB:  I agree.  However, this mechanism doesn’t stop you from doing just that.

3.5.1.26. PatC:  Any other questions on this proposal? No. Roger, are you ready?

3.5.1.27. RogerD:  I am ready to accept questions on documents 05/1068 with 05/1114 Powerpoint – MultiRFPower.  

3.5.1.28. BobM:  Are there any simulations on this?  I think this issue is so fundamental to system operation that folks may appreciate some assurance that the change does not cause troubles.

3.5.1.29. RogerD:  I can bring simulations to the next meeting.

3.5.1.30. TimO:  Can you elaborate on power modification in the case where you have reduced the sensitivity with respect to the local power constraint?  Do I have to hear the neighbor?

3.5.1.31. RogerD:  [Describes an example implementation]

3.5.1.32. TimO:  Is that in your proposal?

3.5.1.33. RogerD:   No, but I could bring other examples?

3.5.1.34. JoeK:  You are regulating two different parameters, which could be viewed as a PHY change.  There seems to be two ways to do this, so are you sure that doing a PHY change is the right thing to do instead of the MAC?

3.5.1.35. RogerD:  This is not  a PHY change, but rather controlling the PHY through the MAC.

3.5.1.36. JoeK:  You’re saying that no manufacturers will have trouble with this because everybody’s implementation can do this?

3.5.1.37. RogerD: Yes.

3.5.1.38. JoeK:  I think it might be useful to try a different approach just to avoid trouble in case this isn’t universally true.

3.5.1.39. JoeE: It seems to me that we have to be careful about “twiddling” the PHY in comparison to ignoring things in the MAC, however I think we could accommodate both approaches.

3.5.1.40. TimO:  Your power control element goes in the beacon?

3.5.1.41. RogerD:  Yes.

3.5.1.42. TimO:  Clients, in my experience, do not necessarily follow every beacon.  Might we have to add language to force tracking of all beacons?

3.5.1.43. RogerD:  That’s a good point.  If you have an 11h client, you are required to listen to this, but if not we might have to have a “required listening” feature.  

3.5.1.44. Emily:  I’m concerned about the beacons getting bigger and bigger.

3.5.1.45. Roger:  The intention of this is to enable a dynamic capability rather than static so that clients/APs could respond to conditions, say , in a room.  If you are associated, you can handle this.  

3.5.1.46. BobM:  This is a good opportunity to dovetail with the beacon/sub-beacon approach proposed by JoeE.  The dynamic nature of power control has a  big effect on how a radio network works, and we could set language that specifies the sampling rate and dynamic capabilities of power control to ensure stability in the network.

3.5.1.47. Larry:  There are provisions in “j” that might interact with this.

3.5.1.48. LarryS:  There is no intention to “kill” clients by using this power control capability, and I think we can work around it.

3.5.1.49. JoeE:  I’d like to build on Bob’s comment about ever-growing beacons.  We have to address the rate at which beacon information can change the system networking parameters.  If there are many clients that ignore beacons, that would be a problem.  We’ve got to nail down how stations will react to beacons.

3.5.1.50. LarryS:  If it’s a new type of management frame than that could be accommodated, and would not impact the beacon behavior, that might also be a solution.  Otherwise, we’ve got to define the rules under which clients will react to beacon information.

3.5.1.51. TimO:  This is definitely a dynamic field.  In “k” and “h” I added language that cautions changes have to be applied carefully.  I support the sensitivity adjustment approach.

3.5.1.52. JoeK: But I’m not sure this does enough to extend to all of the possibilities that could occur going forward from “h”.  How do we get to the things we really want to control?  I don’t see how we get to all these things from this foundation.

3.5.1.53. RogerD:  This is a simple first step, that gives maximum gain from minimum complexity.  If there is something that you see could prevent per-station power control, I welcome your suggestions.  I feel that per-station control will deliver less benefit compared to this, but with considerable complexity overhead.  

3.5.1.54. Emily:  We must also examine the protection for beacons and adding system disruption vulnerability.

3.5.1.55. RogerD:  The field exists now.  So I see no threat greater threat than exists now. The worst case scenario would seem to be possible now, even before adding this capability.

3.5.1.56. TimO:  “h” indicated no protection for minimum power constraint hacking and this was also brought up in “k”.  However we added text to caution against lowering the local power constraint to the point where communication can’t occur.

3.5.1.57. JoeE:  I believe Emily has opened a good point.  I would like to see “w” address this.  I’d also like to say w.r.t JoeK’s comment regarding individual power control, that we have to do something about this.  But it could prove intractable.

3.5.1.58. JarkkoKneckt:  There is normally sensitivity to the number of clients involved in most power control schemes.

3.5.1.59. RogerD:  If we can maximize the capacity of  the network with this, that’s the objective.  In a particular cell with lots of clients, this devolves into a load balancing issue.

3.5.1.60. LarryS:  With one AP alone on the channel, you’re not backing off power.

3.5.1.61. Emily:  With load balancing, is there any relationship that we should be looking at.

3.5.1.62. RogerD:  The amount of capacity available to the network is one point; the amount available to each client is different.  The RF loss and channel occupancy is the important part for load balancing.  You want to make sure that the best links can be produced because a client’s channel occupancy is very short at higher speeds.

3.5.1.63. TimO:  But one has to load balance not based on number of clients, but rather the amount of data that will be communicated.

3.5.1.64. RogerD:  Yes. I concluded that future throughput can’t be predicted by past throughput.

3.5.1.65. TimO:  Fortunately, we now have TSPECs which better define what clients will actually require in terms of resource allocations.

3.5.1.66. JoeE:  It seems like it will be easy to tell when you should be doing this and when not.

3.5.1.67. PatC:  Any other questions for Roger? No. Jarkko Kneckt.  Jarkko,you’re your ready?

3.5.1.68. Jarkko:  Yes I am ready to accept questions on 05/1072r0 with Powerpoint 05/1073r1.

3.5.1.69. EmilyQ:  Do you have any simulations showing power-saving benefits with the scheduled approach.

3.5.1.70. Jarkko:  Yes.

3.5.1.71. PatC:  Can you bring this with you in January?

3.5.1.72. Jarkko: Yes.

3.5.1.73. JoeK:  I think I may be missing something.  What happens when something goes wrong with the channel.  A nice feature about non-scheduled is that it has a built-in recovery mechanism.  Likewise the polls in HCCA make the process-self recovering.  Is there a way that the value is jeopardized if drifts occur absent these mechanisms? 

3.5.1.74. BobM: It would be helpful if you could bring data to show how this process would work to save power when, say, cellular and 802.11 are working concurrently, as with dual-mode phones.  Also schedulers in HCCA would have a recovery if too many exchanges are missed.

3.5.1.75. Jarkko:  Yes, I can bring information, but it is hard to assemble for concurrent operation.

3.5.1.76. JoeE.  To Bob’s point, with HCCA I acknowledge that the scheduler will recover from missed frames, but here small drifts in awakening could cause trouble.  I am concerned with implicit synchronization timing, so that overruns begin to occur.  If you provide guard times to combat this, then you waste a lot of airtime.

3.5.1.77. BobM:  I think I didn’t fully understand Jarkko’s concept.  Thank you for helping me.  I agree with your comments.

3.5.1.78. PatC:  Jari Jokela is next, however I want to put a placeholder motion in place for Teleconferences in preparation for tomorrow’s plenary…

3.5.1.79. Motion:

3.5.1.80. Move to hold teleconferences on a weekly basis, starting December 6th, 2005 at 12 AM ET.

3.5.1.81. Moved: Dick Eckard

3.5.1.82. Second:  Roger Durand

3.5.1.83. Any discussion? Yes.

3.5.1.84. SeanC:  The Peking time is 1am.

3.5.1.85. Emily:  Perhaps we could use morning or evening.

3.5.1.86. RogerD:  We accommodate a lot of people by putting Pacific participants at the crack of dawn so that Europe would be late at night.

3.5.1.87. Friendly amendment:

3.5.1.88. Move to hold teleconferences on a weekly basis, starting December 6th, 2005 at 10 AM ET.

3.5.1.89. SeanC:  Could we use 9pm Eastern.  

3.5.1.90. PatC:  That’s 2 am Europe.

3.5.1.91. RogerD:  I accept the amendment

3.5.1.92. Anyone objection to passing the motion?  No.  The motion passes unanimously.

3.5.1.93. PatC:  We now return to Jari Jokela’s presentations, documents 05/1075 and 05/1074.

3.5.1.94. TimO:  What do you think about the efficiency “hit” of converting multicast to unicast? 

3.5.1.95. Jari:  Always a tradeoff.  If it is not feasible from a capacity standpoint, you shouldn’t do it.

3.5.1.96. TimO:  I understand you are leaving it up to the coordinator to determine if the mapping is done?

3.5.1.97. Jari: Yes

3.5.1.98. JoeE:  When you transmit a multicast as unicast, you lose information in the address.  Are you expecting any consequences?  A unicast L2 frame may look something like its spoofed and a client might drop it.  How will you indicate that a mapping has occurred to prevent a client from ignoring it?

3.5.1.99. JariJ:  Station implementation should make sure this is handled correctly.

3.5.1.100. JoeE:  I don’t think this is practical.  If there are arbitrary services, you have removed information that would prohibit the client from properly reacting.

3.5.1.101. JariJ:  I agree that there could be cases where this would happen.  Originally this was only to address IP-Level multicast.

3.5.1.102. LarryS:  This could work OK with specific stations that very well know what they’re doing, but it could be pretty difficult for generic clients.  You would have to be really smart to properly do this.  Bridging would also be a problem, because the content wouldn’t go through a bridge.  Also, it appears the first legacy station to join causes default back to regular behavior, though, so virtually all stations would have to be “smart”.

3.5.1.103. TimO:  A client might have to snoop into a lot of packets in order to determine which packets to throw away if both are running at once.

3.5.1.104. Jari:  Yes.

3.5.1.105. Jarkko:  A special port address could be used for this purpose.

3.5.1.106. Marty:  Did I read in the TGe spec that multicast is handled differently (e.g. multicast ACK)?

3.5.1.107. JoeK.  Your presentation suggests that the conversion could be done without losing something.  Have you examined “n” acknowledgement methods?  It seems like it would be more useful to only use it for clients that need it using unicast?  Is that included here, or left to the future?

3.5.1.108. JariJ:  I view this as an AP implementation issue. 

3.5.1.109. JoeK:  You’re not proposing any kind of multicast ACK?  I think this is a critical issue if you use the conversion.  Maybe we should give “n” more time rather than using this, because it could really “chew up” resources.  We really need feedback.

3.5.1.110. PatC: Any more questions?  No.  Bin Wang, can we have one slide clarification of the Adaptive Rate Control proposed in the ad-hoc Monday?

3.5.1.111. Bin Wang presents added illustrative slide in 0630r2 (r2 showing example process) for dynamic rate adaptation.  Bin Wang describes the process by which the forward channel quality evaluation works with handshake to change rate at both ends of the link.  

3.5.1.112. TimO:  802.11 already has a rich rate control capability, but this seems like a lot of overhead.  I would favor a “lighter” approach.

3.5.1.113. Emily:  This is the concept, just the recommendation.

3.5.1.114. JoeE:  The graphic helped, but are you proposing that TGv work this issue, or adopt this method?

3.5.1.115. SeanC:  This just shows a way the benefit could be captured, not a specific way.

3.5.1.116. JoeK:  I don’t think we need a new requirement for adaptive rate control, because it is connected so closely with power control and it’s already in scope.  We welcome progress and contributions in this area.

3.5.1.117. PatC:  But following procedure, let’s have a straw poll.

3.5.1.118. Straw Poll:  Should TGv take Adaptive Rate Control as a new objective?

3.5.1.119. 9 Yes, 1 No, 6 Abstain.

3.5.1.120. PatC:  Very well, adaptive rate control is “in”.  JoeK, are you ready for questions?

3.5.1.121. JoeK:  Yes, I am ready for questions on 05/1085r1 and 05/1084r0 on channel switching.

3.5.1.122. PatC:  I’d like to note that if we do not have time to complete this item, we will resume at the next meeting following the agenda, patent instructions, etc.

3.5.1.123. LarryS:  Did you intend the channel switching element as a new frame?

3.5.1.124. JoeK:  The channel switch is now a new category in a management frame.

3.5.1.125. TimO:  Is this to assist channel change for any reason at all, say with “h”?

3.5.1.126. JoeK:  I view this as generalized, but I believe it can be used to enhance “h” has well.  [revisits the process].

3.5.1.127. TimO:  APs may already have much of the information to do this using today’s capabilities.  I am unclear about what one is getting from the additions.

3.5.1.128. JoeK:  I agree.

3.5.1.129. TimO: What do you get out of the TGk measurements?

3.5.1.130. JoeK: You can run a scan on all possible neighbors, as now you have no way of retrieving the best roaming candidate in terms of frequency, only BSS.

3.5.1.131. TimO:  If I’m going to change to a new channel, why do I care whether all clients will want to follow me?

3.5.1.132. JoeK: We don’t have any measurement in “k” that could provide the same capability.

3.5.1.133. TimO: Can I get a quick summary of the response part of the proposal?

3.5.1.134. JoeK: There is a lot of context info in an AP that will require influence the switch.  This is a way to establish who’s staying and who’s going.  Right now there is no handshake to make sure that sessions in progress are preserved.

3.5.1.135. LarryS:  Did you consider where a management report of interference on the channel could be used to precipitate a switch with a number of channel trouble measurement notifications?

3.5.1.136. JoeK. The AP can query the others who didn’t announce trouble after it gets one trouble report.

3.5.1.137. PatC:  We are out of time.  I’d like to encourage people with similar proposals to consider merging ASAP.  If these are voted on as merged in January, that would be more efficient, saving us a lot of meeting cycles.

3.5.1.138. JoeK:  I thought merging was an editor function?

3.5.1.139. PatC: Our process document 918r2 states that people with similar material have the responsibility to merge, not the editor.

3.5.1.140. JoeK:  Who’s merging?  My material is already merged.

3.5.1.141. PatC:  The process is documented, and individuals are required to follow the process.  We are out of time.

3.6. Closing

3.6.1. Adjourn

3.6.1.1. PatC: Is there any objection to adjourning?  Hearing none, we are adjourned for this meeting.

3.6.1.2. Adjourn at 1232.
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