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Key Issues about WIFI Location
In this text, we discuss 3 significant issues for providing reliable location information to location-aware applications utilizing 802.11 WLAN. 

The first issue is AP database integrity. WLAN location systems depend upon having some known anchor points. Usually these anchor points are the locations of some or all of the APs, but not necessarily. No matter what the anchor points are the APs should validate that their locations are in fact correct based upon the known anchor points.  This can be extremely important for the case of emergency services.
The second issue is dealing with the increase of traffic due to multiple mobiles requesting location updates. The importance of this issue is highly dependent upon the usage model of how many mobiles are requesting updates and the frequency of which they want the update.

The final issue is the location measurement itself. Signal strength measurements are easy to implement but are known to have a fairly poor accuracy. We present a TSD (Time-Stamp Difference) parameter that can be used for time based location measurements such as Time-Of-Arrival (TOA) and Time-Difference-Of-Arrival (TDOA). The performance of the TOA method is presented as well. 

AP Database Integrityg
With any WLAN location solution, one needs reference points of the WLAN devices to a local or global coordinate system, such as GPS. That is, the access points need to know their location. In typical operation these access points do not move very frequently. Thus, under the assumption that they never move, one can simply record their location and use the recorded location as absolute truth. 

However, one should not neglect the occasional usage model of someone unplugging an access point and moving it to a different location without updating the AP location database.  Under this circumstance a mobile that is communicating with this AP can transfer the incorrect location and determine a faulty location for its own position. For some services, an incorrect location may be a minor inconvenience; however, for a life-saving (E911) type service the cost of having an incorrect location could be disastrous. For example, the ambulance may be dispatched for the rescue to a different part of the city or state. 

In order to help alleviate this issue, we suggest that a validity metric be maintained with the AP location. The validity metric is a parameter that is updated periodically (e.g. once per day and at startup). The validity of the AP location is checked by performing ranging to other APs. If the ranges to other APs are consistent with the expected ranges to the other APs then the AP reports a high degree of validity. This validity may also be determined by an on board GPS or other device that validates its own location. If the AP does not have any means to validate its own location then it still reports its location but gives a validity parameter that indicates a low level of certainty.

With a validity metrics from different APs, the mobile can determine its location based upon APs that have valid locations. Further, the mobile can report its own location with a validity metric that is based upon the validity metrics of the APs that it used to compute its location. In this way, location services that have a high cost of invalid data (such as E911) can be assured that the location has been substantiated.   

Control Mechanism for Measurement Rate

For any location scheme, the issue arises as to how often should the device get a new location or, more precisely, new location measurements that can be used to create a new location or updated location. If the mobile location device is completely passive (such as a GPS receiver – listens but never transmits) then the mobile can simply make the tradeoffs itself based upon its own application needs versus power consumption.  However, if the mobile device needs to transmit to create a new location measurement then the system loses bandwidth for each location measurement. This may or may not be an important issue based upon the number of mobiles getting location measurements and the frequency at which the measurements are taken.

One approach for controlling the measurement update rate is to utilize standard channel access methods. Each mobile determines for itself when a location measurement is needed. If a measurement is needed then the mobile utilizes the channel if the channel is available.

A second approach would be to have a network management entity command mobiles when they can or can not perform a measurement update. For example, a mobile might request a certain number of location measurements at a particular rate (e.g. 100 measurement updates @ 10 times/second). The network management entity would need to determine if this additional load is acceptable and grants or denies the request for the mobile to make the measurements. Similarly, the request could be initiated from the infrastructure side and the management entity still grants or denies access and commands the mobile to make the appropriate measurements.

A third approach would be to have a client based management entity that determines for itself if the channel is over utilized and decides if measurement updates are acceptable. For example, the client based management entity might not perform measurement updates unless the channel’s utilization factor is below a threshold or the application is for emergency services.

Time of Arrival
Description


The TOA system that we describe can best be understood by drawing an analogy to classical RADAR. The basic concept of RADAR is that the RADAR device has a transmitter that sends a pulse to the object that it wants to measure the distance to. The pulse bounces off of that object and the receiver (which is within the RADAR device) receives the pulse reflection. The RADAR device measures the time difference from the time it sent the pulse to the time that it received the pulse. This time-difference is related linearly to the distance to the object. Thus, the distance can be easily determined. To relate this approach to an implementation in WLAN, consider a client sending a probe request to an access point and the access point responds with an acknowledgement. If the access point had a deterministic delay, then the analogy to the RADAR problem would be that the client measures the time-difference of when the probe response was sent and when the acknowledgement was received. However, the access point does not have a deterministic delay, in fact the delay variation can be on the order of 5 micro-seconds. A 5 micro-second variation corresponds to a 1.5 km error in the distance measurement. To rectify this situation, we have the access point also measure the time-difference from when it hears the probe response to the time that it sends the probe acknowledgement. If this time difference is sent back to the client then the client can subtract the access point time difference from its own time difference to calculate the true travel time to and from the access point. The distance is then obtained by dividing the travel time to and from the access point by two times the speed of light.


This TOA system is illustrated in Figure 1. The probe is sent at some arbitrary time of the client’s clock, we let that time be 
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, the AP sends the acknowledgement at time 
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. Now, as we have stated each unit (client or AP) measures the time-difference between the probe and the acknowledgement. The client’s time-difference is
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while the AP’s time-difference is
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So, the propagation delay can be calculated as:
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Note that since 
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 are related by the propagation delay and the mis-synchronization  time difference, we can calculate the mis-synchronization time difference as:
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Figure 1: Pictorial representation of timestamps of probe and acknowledgement.
Time Difference of Arrival


Time Difference of Arrival techniques are particularly useful when one has 1 or more additional observers that are listening to the packet exchange. The case we consider is when these observers are in known locations. That is, an observer might be an AP that can hear the conversation that is happening between a client and an AP. An observer might also be a fixed location WLAN device that is not an AP such as a wireless media adapter.

Also in certain applications, it is beneficial if the client does not participate (send back its time-difference). We give two such examples where it may be more beneficial to have extra observers rather than getting the information from the client. First, is the case when the infrastructure is trying to determine the location of the client for security reasons. For example, suppose the system is set up to allow certain clients access to secured data if the client is located in a certain geographical boundary. A good example is not letting a client get access to secured data if they are located in the parking lot of the building. For this case, the infrastructure may not trust the client. That is, the infrastructure does not believe the client’s time-difference information. The other example where it may be beneficial to not have the client participate is when the client is a low-power sensor tag. For this case, it may be advantageous for the client not to perform the time-difference because this consumes power. Further, it also requires that the client receive a packet, a very low-cost low-power sensor might only be a transmitter. 
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Diversity to Combat Multipath


For the cabled environment, a single exchange is sufficient since the environment has little multipath; however, in the indoor wireless environment, multipath does have significant effects and diversity techniques can be used to mitigate the undesired multipath. 

In the case of a moving object, diversity can be accomplished by using a motion model to track the object. The advantage of a moving object is that the non-LOS paths are changing dramatically and can be averaged out, while the direct path is only changing based upon the motion of the object. Thus averaging over time with a motion tracking model is very effective.
In the case of a static object, multipath compensation is very different than the moving object because averaging over time will not affect the multipath profile. In one aspect this makes the problem more challenging, but one can do various switching methods to gain that diversity over a longer period of time. Since by definition the object is static, one typically has a long time interval (e.g. seconds) to determine the distance/location of the object. For this static option case, one can introduce diversity in several ways. First, one can introduce diversity by antenna switching. For a link with two diversity antennas on each side: utilizing all antenna pairs will create four independent mulitpath profiles. These four multipath profiles can be averaged for significant multipath diversity. Secondly, the two devices can perform exchange(s) on different frequency channels. Moving to a different frequency channel introduces significant mulitpath diversity as well.

Performance Characterization


One of the advantages of distance measurement location (SS or TOA) versus a non-distance measurement technique (TDOA or AOA) is that the distance measurement technique can be tested easily in a controlled environment. That is a distance measurement only requires two nodes that can be directly connected to each other, such as through a cable or directional antennas. This is extremely useful to debug the system, without dealing with external environmental conditions such as multipath, diffraction, etc…. 


In Figure 11, we show raw measurements from a cable experiment. We connected two nodes together with 1 to 12 equal length cables. The length of each cable was physically 1.8 meters long, but since electromagnetic waves travel slower through the cable then in free space, the effective length of each cable can be compared with a 2.8 meter length in free space. In Figure 12, we show the cumulative average of these measurements. That is, we are plotting the mean of the estimate as a function of using N measurements, where N is the parameter on the x-axis. The result showed that the RMSE = 0.4 meters in a cabled environment.


Here we consider the wireless performance for a scenario that has more multipath than a cabled environment but less multipath than the classical approach of having omni-directional antennas on both sides of the link. Specifically, we use a directional antenna at the access point and omni-directional antennas on the laptop. The performance is illustrated in Figure 13. The average RMSE = 0.6 meters for this case. We can then compare this to the case when the access point has an omni-directional antenna in Figure 14. 


In Figure 15, we show the performance between different access points and a laptop client. The laptop was moved to fixed points down the hallway which is represented by the red line. Five different access points were each analyzed by computing the range from each of these fixed access points to the laptop client at many different points along the hallway. Note this analysis does not use a motion model. That is, a single range is calculated for each fixed access point and each fixed location of the laptop. Since motion was not used for each range calculation, we used diversity techniques to combat multipath. That is, each range was computed by performing a number of different exchanges. Specifically, at each frequency we performed 4 exchanges since the client and the access point each had 2 antennas which gives 4 distinct combinations. We then repeated this 4 exchange procedure at different frequency channels. Specifically, we used 8 different frequency channels in the 802.11a (5.2 GHz) frequency band.


Figure 15 shows that performance varied depending upon the location of the access point and client. The performance with node 165 had an average RMSE of 1.1 meters. 


[image: image16]
 Figure 11: TOA Cable Performance – No Averaging.


[image: image17]
Figure 12:  Directional Antenna at the AP, omni-directional antennas on the laptop.


[image: image18]
 Figure 13: TOA Cable Performance – Cumulative Average


[image: image19]
Figure 14: Hallway Test using omni-directional antennas for both AP and Client.
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Figure 15: TOA Based Distance Measurement. Comparison shows TOA ranges (blue stars) with the true ranges (green line). 
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