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1.0 INTRODUCTION
The intent of this document is to provide a common framework for raising and clarifying various issues surrounding the use of RF Received Signal Strength (RSS) as an information source from which to estimate the relative kinematic state (eg. position and velocity) of receivers, possibly in motion.   One particular application involves RF measurements made by vehicle-mounted radio systems as they approach fixed transmitters mounted along toll roads for the purpose of aiding automated open road toll collection.  This is one of many applications envisaged as being enabled by the draft IEEE 802.11p amendment to the IEEE 802.11 wireless local area network (WLAN) standard. The IEEE 802.11p amendment is directed toward Wireless Access in Vehicular Environments (WAVE) and is a follow-on to the existing Dedicated Short Range Communication (DSRC) system which in the US is currently used primarily for toll collection applications.  Anticipating the need for a different set of requirements for RSS measurements in the proposed IEEE 802.11p amendment, the term “Wave RSS” (WRSS) measurement has been proposed. 

The purpose of this quasi-technical note is to promote a better understanding of accuracy and resolution concepts, with the goal of arriving at a reasonable set of requirements for inclusion in the IEEE 802.11p standard.  The underlying statistical nature of the RF environment and the measurement processes involved are described to provide a common understanding and framework within which to answer the following questions:

· What RF signal strength measurement accuracies are achievable now and in the near future by original equipment manufacturers (OEMs) of otherwise IEEE 802.11p compliant radio receivers?   

· What RF signal strength measurement accuracies are required now and in the near future from original equipment manufacturers (OEMs) of otherwise IEEE 802.11p compliant radio receivers by designers of RF RSS-based location estimation applications?   

To the extent that the answers to these two questions (sets of achievable accuracies and required accuracies) have a non-zero intersection, it is understood that it is incumbent upon the writers of the IEEE 802.11p specification to propose the minimally constraining accuracies (i.e., the largest acceptable RSS measurement variances) as part of the specification.  

The proposed IEEE 802.11p system is based on the IEEE 802.11a physical layer, with modifications to the channel bandwidths (10 MHz) and frequencies to accommodate operation in the 5.85-5.925 GHz band allocated by the U.S. FCC for DSRC (Dedicated Short-Range Communications) operation.   Given the number of existing DSRC applications (including automated toll collection) that rely on kinematic state estimation from RF related measurements, the basic concept being investigated is the feasibility of incorporating these applications within the proposed IEEE 802.11p system with the intent of reducing the overall system cost to the manufacturers of such systems.   

2.0 EXECUTIVE SUMMARY

There are several definitions of received signal strength in the IEEE 802.11 standards.  The current IEEE 802.11 standard has a definition of Received Signal Strength (Indicator) (RSSI) (Section 14.2.3.2 of the standard) and the proposed IEEE 802.11k amendment has proposed a Received Channel Power Indicator (RCPI) measurement.  The technical specifications for these measurements are insufficient to meet the needs of several of the applications envisaged for IEEE 802.11p systems.  In terms of both timing-related as well as accuracy-related specifications, the current and proposed standards are thought to be insufficient.  For this reason, IEEE 802.11 TGp is considering an additional RSS measurement for WAVE applications (WRSS).  

2.1 Proposed IEEE 802.11p Specification

Below is a rough draft of a revised Section 20.2.3.2 from the current IEEE 802.11p draft specification (version 0.21).  This revision attempts to describe the WRSS measurement and its requirements using language that is technically coherent and from which someone might actually be able to generate a test methodology for testing whether or not a particular radio subsystem actually meets the specification.  For reference, the 70% number below is approximately the normalized area under a Gaussian probability density function (PDF) between +/- 1
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 (standard deviation), not that the WRSS PDF will be Gaussian necessarily.  It is also important to note that in defining monotonicity, the mean value is referenced, because it is generally impossible to test/guarantee monotonicity for all possible realizations of a random variable (function).  

20.2.3.2 WAVE RXVECTOR WRSS 

The allowed values for the WRSS parameter are in the range from 0 to WRSS maximum. WRSS is a measurement by the PHY sublayer of the RF signal strength (power) incident on the antenna used to receive the current PPDU.  WRSS shall be measured during the reception of at least one WAVE beacon burst (PPDU), and shall be referenced to the point in the WAVE radio subsystem where the RF signal from the antenna enters the WAVE radio subsystem (i.e., the RF connector on the WAVE radio subsystem).  WRSS measurements are intended to be used in an absolute manner, and the standard deviation (the square-root of the variance) of any single measurement (
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), in the range from -60 dBm to -30 dBm input signal power as measured at the reference point and over the specified range of operating temperatures, shall be less than or equal to XWRSS dB.  Furthermore, the standard deviation of a single measurement (
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and the components satisfy the following:
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More specifically, WRSS measurements are realizations of a random variable whose probability density function shall be such that the probability (obtained by integrating the probability density function (PDF) over all regions of support (operation) of the variables including incident power, temperature, etc., upon which the density function depends) of a single WRSS measurement (in dBm) lying within +/- XWRSS dB of the true received signal power shall exceed 70%.  Similarly, the fast component of the standard deviation, calculated using sequential bursts over a short time period, and measured over the specified range of input powers, but otherwise at fixed operating conditions, shall be less than XWRSS_fast ; and the slow component of the standard deviation, calculated as the variance of the mean value of the WRSS measurements made over sequential bursts over a short time period, measured over the specified range of input powers and specified operating temperatures, shall be less than XWRSS_slow.
Furthermore, the mean (or expected) value of the WRSS measurement shall be a monotonically increasing function of the incident RF signal power over all acceptable operating conditions/temperatures.  WRSS measurements shall be reported in YdB increments as specified in Section (TBD).  Upon receipt of an instruction to make a WRSS measurement, a unit shall be capable of making such a measurement within 2ms.  

The absolute accuracy requirements XWRSS, XWRSS_fast and XWRSS_slow (in dB), and the measurement reporting resolution Y (in dB steps) are to be determined.  The purpose of this document is to solicit responses from interested parties detailing the capabilities of current (and future) chipset and radio subsystem designs, as well as the requirements generated by applications that intend to use these measurements.  As a fundamental principle in creating standards, these numbers should be set to their largest acceptable values for obvious reasons related to giving system designers maximum flexibility (i.e., fewer constraints) to minimize the cost and complexity of the resulting system. 

As discussed in detail below, the accuracy requirement is specified in terms of a measurement variance (standard deviation) which has a slow and fast component (defined in detail in Section 4.2).  Both components are required, and a description of how they might be measured in a controlled environment by radio subsystem OEMs is included below as well. Once the variance requirements are specified, a consistent resolution specification can be easily determined as discussed in Section 4.3.  

2.2  WRSS Measurement Statistics

From the chipset manufacturers and OEMs of otherwise IEEE 802.11p compliant radio subsystems, currently achievable absolute accuracy (variance) of WRSS measurements is important.  It can be accurately ascertained for the most part through experimentation if a prototype subsystem and some calibrated test equipment are available.  Using a programmable RF communication signal generator (SIGGEN), valid WAVE beacon frame is programmed into the unit.  Calibrate the output power at the end of the RF cable to be connected to the radio subsystem by connecting the SIGGEN to a calibrated RF power meter (eg. a communication signal analyzer) capable of making accurate power measurements on burst waveforms.  Change the SIGGEN output power in steps over an output power range from -60 dBm to -25 dBm or so.  Find the range of SIGGEN powers that result in -60 dBm to -30 dBm at the end of the RF connector cable.  Connect the SIGGEN to the device under test (DUT), i.e., the radio subsystem input, and over the range of input powers from -30 dBm to -60 dBm and over the range of operating temperatures specified elsewhere (eg. from -40ºC to +80ºC), make a large number (eg. 1000) of WRSS measurements (one per frame / burst) at each set point (input power level and operating temperature) and record them.  

At each set point, calculate the mean and standard deviation (variance) of the WRSS measurements made at that set point.  To test the short-term stationary assumption, the bursts used to calculate the statistics should be consecutive, and the inter-burst time interval made as short as possible.  While more sophisticated statistical techniques can be employed, significant drifts of the mean of the measurements over time indicate that the measurement statistics are not stationary.  Since significant changes of the measured input power over short intervals with constant input power are generally not expected under these static conditions, a further investigation of the radio design and performance is warranted under these circumstances. 

1. To test for monotonicity, plot the WRSS measurement mean values as a function of input power level and do so for all operating temperatures tested.  Each plot should be monotonic.  

2. To obtain an estimate of the short-term (
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) variance, average the variances over all set points.  To obtain the mean bias in the power estimate, average the means from all the set points over temperature and power level.  

3. To obtain an estimate of the overall absolute accuracy, calculate the variance of the estimates of all the means over all operating points (
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, the slow component) and add it to the short-term variance (
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) calculated previously.  

4. This experiment should ideally be also conducted on a number of prototype units for obvious reasons and those WRSS measurements included in the statistics appropriately.  

If sufficiently accurate software models of the radio subsystem (accurate to the level of the concerns mentioned in this document), Monte Carlo simulations can be conducted to get another estimate of the statistical parameters (means and variances) being sought using standard techniques.  Either way, all variance and mean components should be reported.

2.3  WRSS Measurement Accuracy Requirements

From the developers of applications for otherwise IEEE 802.11p compliant radio subsystems contemplating the use of WRSS measurements for any purpose whatsoever, minimum required accuracies are necessary and in fact, form the basis for the specification to be finalized (i.e., setting X and Y above).   WRSS measurement accuracy is an important factor, for example, in determining the accuracy with which the location of the receiver can be estimated.  This is a critical parameter in determining the overall system performance of any location-based application.  The required accuracy of the WRSS measurement can generally be ascertained through a theoretical analysis (known as a covariance analysis) of the algorithm being used to process the proposed WRSS measurements.  If such an analysis is not tractable, generally Monte Carlo simulations can be conducted to obtaining the required accuracies.  These are almost always possible, since the algorithm for processing the WRSS measurements is generally implemented in software anyway, so one need only generate simulated WRSS measurements with various statistical properties and run Monte Carlo trials to ascertain the final system performance.  Increasing the WRSS variances (varying both fast and slow) to the point where the system is deemed to no longer meet the system specifications yields the minimum accuracy requirements for WRSS measurements for that application.  Taking the maximum over all intended applications gives the sufficient information for input to the IEEE 802.11p specification for WRSS (i.e., for determining appropriate values for fast and slow components of the variance specification Xtot and an appropriate resolution Y).
3.0 SYSTEM DESCRIPTION EXAMPLE
As an example, a proposed vehicle-mounted IEEE 802.11p radio system STA (STAtion) is connected via an RF cable to an antenna located on the roof of a motor vehicle.    As the vehicle approaches a suitably configured toll booth, it starts communicating with a similar IEEE 802.11p radio system acting as an AP (Access Point) in order to conduct an automated toll collection transaction.  An important system function is the accurate estimation of the vehicle’s location (kinematic state really) in real time for the purpose of aiding in the verification of the transaction.   One proposed method of state estimation involves using RF signal strength (herein referred to as WRSS) measurements made by the STA on (a particular portion of) the received signal burst (eg. preamble of the OFDM burst).  These measurements are reported back to the AP and used to estimate the kinematic state of the STA.

4.0 TECHNICAL ISSUES
Estimation of kinematic states from RF signal strength (RSS) measurements is a complex problem involving numerous concepts from the field of stochastic nonlinear state estimation, many of which are beyond the scope of this document.  Suffice it to say, however, the general principle still applies that the more well-understood the measurements being made and the physical phenomenon behind them are, the more accurately the state can be estimated.  It is essential in reducing the number of unknowns and uncontrolled variables to obtaining reasonable system performance.  Having reasonably accurate kinematic state dynamical models is just as important!

As a practical matter, parameters essentially out of the control of the IEEE 802.11p radio system designer include the vehicle, its bumper, the antenna, the cable, and its connection to the radio subsystem as well as the vagaries of the RF environment surrounding any particular vehicle intending to participate in an automated toll collection transaction.  It is well known that all these and more (including the weather, the condition of the roads, etc.) can have substantial influence on RF propagation in the immediate vicinity and can therefore lead directly to large unanticipated and unpredictable variation in RF field strength (voltage) at the input to the IEEE 802.11p radio receiver.  These are critical system design issues and are left to the system engineer to deal with.  Needless to say, the same can be said for any other application relying on an ability to predict RF propagation in complex environments.

Having suitably delegated issues having to do with the RF environment, the focus of the remainder document is to provide a common framework for understanding the stochastic issues underlying the signal strength measurement process. .  Radio receivers are not perfect devices, and their imperfections lead to complications in understanding exactly how measured outputs are related to true inputs loosely speaking.  In particular, 

1. Front-end receiver noise

2. Interference from other sources

3. IQ imbalances in the receiver

4. DC offsets/LO leakage in the receiver

5. Number of bits in digitized samples

6. Synchronization/timing offsets/sample jitter 

7. Finite sample size/number of signal samples used

8. Rounding and fixed-point arithmetic implementations

9. Nonlinear input-output maps/transfer functions

10. Imperfectly known transfer functions (gains)

11. Unknown/partially known transmitted signal (strength/power)

12. Variation of receiver parameters with temperature

13.  …

all have an impact on the radio subsystem’s ability to accurately measure RF signal strength at the input to the radio.  If these imperfections are not correctly accounted for, biased state estimates will result and the system performance will degrade substantially.   Herein, it is assumed that if a particular “imperfection” is well understood and can be correctly accounted for (i.e., “calibrated out”), it is and it does not impair system performance.  

For example, if a (nonlinear) power input-output map is generated (and stored on-chip) at a particular operating temperature, and its dependence on temperature reasonably well modeled, the IO map and a temperature sensor can be used to obtain a more accurate estimate of input power than a simple gain calculation would give.  To the extent that the IO map is not perfect, the difference between the assumed map and the “true” map is still a source of estimation error.  Real time calibration can be used along with a reasonable model of this difference to further improve estimation accuracy, but such concepts are beyond the scope of this document.  Basically, such imperfections are accounted for in the model of the measurement process, leading to inclusion of such parameters as biases and scale factors in parametric models of the signal strength measurement process.  These are random variables at best, and stochastic processes in general, whose statistics directly impact the accuracy of the state estimation process, which by its nature is now nonlinear, requiring more sophisticated estimation techniques than simple linear-least squares (LLS) which is the most common technique.

4.1 Stochastic Received RF Power Measurement Model
We now focus more specifically on the issue of modeling the measured RF power input to the IEEE 802.11p radio receiver front-end.  We assume that the plane of the RF power measurement is the RF (eg. SMA) connector to the radio receiver unit, for no other reason than it is the most easily accessible point at which to inject a test input in production systems.  The drawback, of course, is that in this case the chip designer is not in total control of the “system performance”, and must make allowances for added errors and uncertainties introduced by the radio receiver unit designer and manufacturer.  

A standard receiver design is also assumed, wherein there is immediately preceding a high-gain low-noise amplifier (LNA), a highly selective front-end filter that is designed to pass only signals in the frequency band of interest (eg. 5.85-5.925 GHz for IEEE 802.11p) to prevent saturation.  After the LNA is some form of down-conversion from RF to either a low IF (direct conversion receiver) or an intermediate frequency (IF), followed by further gain stages (where automatic gain control (AGC) is often implemented, filtering, down-conversion if necessary, and ultimately quadrature detection where the complex (analytic) signal is generated from its real passband version.  Quadrature detection can be performed in analog circuits with quadrature oscillators, or digitally using FIR Hilbert transform filters.  Each has its own particular imperfections that need to be understood and eliminated if possible. 

One of the primary objectives in the design of radio receivers is to maintain linearity to the extent possible.  While not mandatory, historically most communication systems have been and still are designed assuming that the source (transmitter), the channel (RF medium), and the sink (receiver) are linear systems.  Note that it is important to realize that the linearity being referred to is with respect to variables in voltage-current space, not power (or squared-voltage) space.  In particular, if RF field strength (in V/m) impinges on an antenna, a voltage (in Volts) is impressed at the antenna connector.  Loosely speaking, if the voltage output from the receiver (whether in digital or analog format) is a scaled (amplified) version of the signal at the connector (input to the receiver), the system is linear.  From a practical standpoint, assuming linearity allows designers to build systems that more closely approach Shannon’s limit, that is, systems that come closer to achieving the theoretical limit in terms of lossless information transmission, certainly a valuable trait when RF spectrum is a dear resource. 

If the system is linear, considering just the modulating signal waveform at the antenna connector, then the receiver output can be written in standard notation as follows:
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Where 
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 is the transmitted signal, 
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 is the (possibly time-varying) linear system impulse response, 
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 is the output received signal.  If the system is memoryless and time-invariant, a simple gain will suffice:
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Unfortunately, the real world is not so simple, especially when dealing nonlinear devices such as transistors and their dependence on variables such as temperature, so generally nonlinear, time-varying effects must be addressed.  Methods for addressing such issues are beyond the scope of this document, and herein it is assumed that such issues are properly addressed so as to result in a system that meets a certain set of specifications.  In particular, if there is a significant deviation of the system transfer function from a known, time-invariant linear system, then that deviation is assumed to be known.  That is, it is assumed the transfer function is known with sufficient accuracy such that the system performance specifications in terms of accuracy can be met.  This may involve, for example, calibration of the transfer function where an input-output map is calculated or measured experimentally and stored in the receiver for use in generating estimated RF power from a measured quantity closely related thereto.  Furthermore, if there is a significant variation of the performance of the receiver as a function of temperature, then a method of sensing the temperature and accounting for its effects on the input-output characteristics of the receiver is assumed to be in place.  This could be in the form of an added dimension to the IO map described, where the map is now also a function of temperature.  It may be in the form of a temperature compensation function that allows a correction factor to be calculated as a function of temperature.  Such a function could be generated, for example, by creating many IO maps over a range of temperatures for many receivers of the same design, and identifying a “best-fit” function that analytically describes the variation of the IO map with temperature, a technique well known in the area of system identification.  

4.2 Decomposition of the Measurement Variance into Fast and Slow Components

One of the important observations that come out of the discussion in the previous paragraph is that with respect to unknown variations that affect system performance (i.e., statistics), there are several time scales with which the system designers must deal.  Obviously, in-band receiver noise and sampling effects are on a time-scale related to the inverse of the receiver bandwidth (10-11 MHz in the case of IEEE 802.11p as currently conceived) which for the systems under consideration is on the order of microseconds.   On the other end of the spectrum are the variations with variables such as temperature and aging, which generally are on a time-scale of seconds to years.  This is important from a system modeling perspective since the time duration of what can be referred to as a session generally falls somewhere in between.  For example, an automated toll collection session typically lasts around one second during which time on the order of 10 to 20 bursts may be received by the vehicle mounted receiver and incident RF power estimated for each burst and sent back to the toll collection system.   For such a scenario, the statistical model of the measurement process can be decomposed into two terms based on the large difference in temporal variation, a technique quite similar to the decoupling principle in control system design where slow and fast loops can be designed independently due to their radically different time constants/bandwidths.  Thus, the measurement model can be productively decoupled to include a term that varies slowly (eg. with temperature) and for the purposes of the application in mind, can be considered to be constant over the duration of the session and others that contain much shorter term variations.  The slowly varying term can often be treated as a constant random parameter which, while still unknown, can be estimated along with the RF power in many situations. 

 The second term contains those variations which are random on the time-scale of the underlying signal variations themselves and can not be predicted from the measurements being made (i.e., the samples of the underlying waveform being produced by the A/D converter in the receiver).   Note that this is almost by construction, since it has been assumed that if there is an effect that can be calculated or calibrated out of the system, it has been.  Loosely speaking, random effects, effects that can not be compensated for, are all that remain.

The impact of the time-scale decoupling on the probability density function (PDF) of the measurement process can now be described rather straightforwardly.  Since the measurement times (microseconds to seconds) are much shorter than the times over which the slow variations take place (eg., temperature variations over minutes to hours), the PDF can be integrated over temperature and the other slow variables to yield a reduced PDF which is in effect a conditional PDF.  To the extent that the slow variations are weakly coupled to the fast variations (eg. the statistics of the single burst RF power measurement do not vary with temperature (all other parameters held constant)), the reduced or conditional PDF is not a function of the slow variables.  Combining these two, a simplified PDF for the measurement process results, one in which loosely speaking the slowly varying parameters determine the location of the mean of the PDF (or centroid) with the remaining stochastic variables determining the shape of the PDF.  Appealing to the central limit theorem (which basically says that if there are a large number of random effects/variables involved in a process, irrespective of the individual PDFs, the overall combined PDF for the process will be Gaussian), a reasonable PDF for the RF power measurement process is a Gaussian with a mean that is itself a random variable (slowly varying random process actually).  The statistics of the measurement process are therefore governed by this compound PDF.  In particular, the variance (or standard deviation) has two components; the variance due to short-term effects (noise, sampling effects, etc.) and a variance due to the unknown mean-value, and to the extent they are independent as discussed previously, they can be combined to yield an overall variance for the measurement:
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This implies that the total variance of the measurement process is dominated / determined by the larger of the two variances.  If the effect of unknown temperature variations of the mean of the PDF is +/-5dB, then the variance of the estimate of RF power can be no better than +/-5dB.  Note that the minimum achievable short-term variance(
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) is important is ascertaining an appropriate upper bound on the resolution (Y) with which the measurements need to be made and reported as discussed in the next section.

It is important to reiterate that the particular form of the measurement model, to the extent that it is accurate, can be used along with multiple measurements to estimate other random parameters including the unknown mean of the compound PDF.  Generally, this leads to more accurate estimates of other parameters (eg. kinematic states or the location of the vehicle to be more precise) than would otherwise be possible.  Techniques for performing this estimation are well known, but also beyond the scope of this document.  

4.3 Resolution versus Accuracy

Since virtually all modern receiver implementations are digital, that is, at some point in the receiver analog signals are converted into digital signals using analog-to-digital converters (A/Ds), the issue of “resolution versus accuracy” arises.  Simply stated, resolution refers to the number of bits used in the digitization (i.e., quantization) of the received signals whereas accuracy refers to the underlying statistical properties of the received signals (eg. mean and variance).  

Generally speaking, there is little to be gained by digitizing noise to a resolution exceeding that of its variance.  For the purposes of this discussion, zero-mean white noise processes are assumed (the mean can be subtracted out).  The only information which can be extracted from such processes is the moments.  Note that for Gaussian processes (the most widely assumed), the second moment is all that is necessary since all other moments can be calculated therefrom.   

To illustrate this relationship between resolution and accuracy, consider estimation of the mean and standard deviation of a zero-mean unit-variance Gaussian random variable from 100 samples (measurements) thereof, and comparing the results when quantizing the realizations of the random variable to various levels.  Using MATLAB®, this experiment is easily conducted.  Using the following script:

» for i = 1:1000

r = normrnd(0,1,100,1);

r4 = round(r*10000)/10000;

r0 = round(r);

rr = [r4 r0];

m(i,:) = mean(rr);

s(i,:) = std(rr);

end; mean(m), std(m), mean(s),

the following results are obtained for a particular initial random number seed. 

	Measurement Resolution
	4 Decimal Places
	0 Decimal Places

	mean(m)
	-0.0029
	-0.0040

	std(m)
	0.1010
	0.1040

	mean(s)
	0.9960
	1.0370


There is clearly no significant difference between the estimates of the mean or standard deviations obtained by reducing the resolution of the measurements to the order of their standard deviation (1.0 in this example).   Note that the sample means of the standard deviations (mean(s)) are within a few percent of the true value 1.0 and the means themselves are well within one standard deviation (theoretically (and experimentally) 0.1) of the true value (0).  Thus, for the purposes of estimating the mean and standard deviation of the process, measurements truncated to 0 decimal places work as well as those with 4 additional decimal places of resolution.

The conclusion to be drawn from this simple experiment can be directly applied to the issue of the resolution at which WRSS measurements need to be made.  Given all the statistical quantities involved in obtaining an estimate of the incident RF power (eg. in obtaining a WRSS measurement from the digitized samples of the received WAVE beacon burst), each estimate is a random variable, governed by a PDF which has an associated variance.  Experiments can be conducted on real receivers to estimate this variance.  Simply make a large number of WRSS measurements for a fixed receiver condition and a single repeated input waveform, and estimate the mean and variance of the resulting WRSS measurements.  A rough estimate of this variance can also be calculated by simulating the receiver and its various “defects” and running numerous Monte Carlo trials.  Either way, an estimate of the WRSS measurement variance is obtained.  Once this variance is known, there is little (sic no) justification for requiring a resolution of the measurements that substantially exceeds this value.  

Remember that the variance of a WRSS measurement from a single IEEE 802.11p beacon waveform is dependent on the particular implementation.  Factors such as how much, if not all, of the waveform to include, whether or not the beacon waveform is completely known, the number of bits in the A/D converters employed, internal precision in the DSPs used to perform the calculations, whether or not DC offsets and IQ imbalances in the receiver are accounted for, the characteristics of the automatic gain control (AGC) circuitry employed, etc., all effect the variance of WRSS measurements.  While a detailed explanation of all these effects is well beyond the scope of this document, they are important factors.  

5.0 FURTHER WORK

As a final note, a fundamental assumption upon which most of the preceding discussion has been based is that of a single point of measurement/reference.  That is, we only considered WRSS measurements made from a single receiver accepting data from a single antenna.  The question of what to measure when multiple antennas and/or multiple receivers are employed as is the case in smart antenna systems being deployed currently was not addressed, and may need to be at some point in the future.
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