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1 Introduction

The Mesh Media Access Coordination (MMAC) function enables Mesh Points (MPs) to resolve contention and share the wireless medium efficiently with both frames forwarded across the multi-hop WLAN Mesh and with traffic in WLANs associated with Mesh APs (MAPs).  If a WLAN mesh operates in the neighborhood of independent WLANs, it must be able to avoid and resolve collisions with the WLAN traffic.  Two problems prevalent in mesh networks, the “hidden node” and “exposed node” problems must be addressed.   

In this paper we present a distributed protocol for the MMAC function that addresses these concerns.  It is based on the use of a common channel for control traffic, hence its name Common Control Channel protocol. The proposed protocol is QoS and congestion aware.  It is simple to administer, preserves battery life, and accommodates MP mobility.  
2 Mesh MAC Protocol Overview

The proposed MMAC protocol applies to both infrastructure and ad hoc mesh networks.  An infrastructure mesh network provides access to the Distribution System (DS), through a gateway – known as the “portal”.  It enables traffic to originate or terminate at a station not on the mesh.  An ad hoc mesh does not connect to the DS.  The end points of the traffic are stations on the mesh network.  Stations associated with a mesh network use the 802.11 and 802.11e MAC protocols to communicate with their associated AP – known as the mesh AP (MAP).  Mesh points relay the traffic between MAPs or between MAPs and portals.  For simplicity of presentation of the MMAC protocol, we refer in this paper to all nodes of a mesh network – that is, mesh points, mesh APs, and portals – as “mesh points” (MPs).

The proposed MMAC protocol is distributed, which enables MPs of different vendors to be put together in a mesh.  It provides a way for MPs to access their assigned/ selected channels to forward received frames to the next hop.  Topology discovery, link establishment and routing are determined independently.  It is assumed in this paper that the destination of the transmission has been established through the routing function. Mesh Points are synchronized (a synchronization method is provided in the paper).  Transmit/receive capabilities have been determined through handshake during discovery (e.g. PHY protocol/transmit rate and antenna configuration/MIMO parameters are known). 

The routing function invokes the MMAC function at each hop of a multi-hop path. The end points of the link are referred to as the  “forwarding MP” and the “receiving MP”.  Mesh traffic is transmitted in groups of frames separated by idle spaces of length SIFS, much like the 802.11e TXOP, thus requiring a single contention.  Such a group is called MTXOP (mesh TXOP).  A  

AMP transmits mesh traffic on an assigned or selected mesh traffic (MT) channel(s).  The forwarding and receiving MPs of a MTXOP reserve a MT channel by a MRTS/MCTS exchange that takes place on the “control” channel.  The MRTS (Mesh RTS) is an expanded RTS used by a MP to reserve a MT channel for a MTXOP.   The MP responds to a MRTS with a MCTS (Mesh CTS).   Any of the existing PHY protocols can be used for the control channel, and the same control channel can be used for reservation of diverse MT channels (e.g., channels with 11b, 11g, or 11a PHY layers) 
The forwarding MP requests a reservation for a specific MT channel; the receiving MP accepts, extends, or declines the channel reservation request.  If a reservation request is extended, neighbors are notified of the longer reserved time.  A reservation request is declined if the receiving MP deems the requested channel busy, or if it has no available radios to receive the transmission.  Neighbors are notified of a reservation cancellation to reclaim the unused reserved time.

2.1 Single and Multi-radio MPs

The MT and control channels are logical entities, which may be served by either the same or different physical channel.  MPs with a single radio will use the same physical channel for the control and MT logical channel functions.   In that case, the 802.11 legacy RTS/CTS can be used for reservations. Certain advantages of the proposed protocol are realized only when different physical channels are used for the control and MT channels.  Such examples are the elimination of the exposed node problem, dynamic channel assignment, re-use increase as a result of transmit power control, all of which are discussed later in this paper.
A multi-radio MP may transmit and receive traffic on different MT channels simultaneously.   A MP need not keep all radios powered in order to be able to receive transmissions destined to it.  It is sufficient to keep only the radio tuned to the control channel powered, where notice of all transmissions directed to the MP will arrive.  This way, the proposed MMAC protocol helps preserve battery life in multi-radio battery-powered MPs, which under a different protocol might need to keep all radios powered.   

2.2 MT channel reservation procedure

The pair of forwarding and destination MPs reserves an MT channel for a mesh transmission. Both maintain a record of the channel availability in NAVs specific to each of the MT channels.  The reservation procedure involves the exchange of a MRTS/MCTS pair on the control channel.  Figure 1 illustrates the reservation of three MT channels using the control channel.  
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Figure 1 Reservation of MT channels
Following the successful transmission of the MTXOP, acknowledgement may be sent either on the MT channel (similar to 802.11 and 802.11e), or on the control channel by sending a group acknowledgement, called M-ACK (Mesh-Acknowledgement).  The M-ACK identifies the individual frames in a sequence of frames that were received successfully.  The M-ACK is transmitted either when all frames expected in a MTXOP are received, regardless of errors, or when the reservation expires.  
The advantage of using a M-ACK relates to the exposed node problem, which is discussed later.

The new frame contents are as follows.  

· The MRTS contains the following fields:  Forwarding MP address; Receiving MP address; Transmit channel; MTXOP Duration; Access Priority; Number of Frames; Transmit rate; and other.  
· The MCTS contents are: Forwarding MP address; Transmit channel; Duration; Number of Frames/Busy time; Transmit rate; Radio Counter; and other. 
· The M-ACK contains the following: Receiving MP address; Forwarding MP address; Transmit channel; and MTXOP frame receipt status.
The MT channel reserved for the transmission of a MTXOP is selected from among a set of “permissible” channels maintained by a MP.  The reservation exchange may start while MT channel is busy, but the MT channel must be idle when transmission of the MTXOP starts.   Advance reservation of the MT channel is not permitted in order to ensure proper prioritization of mesh traffic.  That is, higher-priority frames will be transmitted before lower-priority frames that may have arrived earlier.

The receiving MP responds with a MCTS within a time interval of length SIFS.  If a MCTS is not received, the forwarding MP retransmits the MRTS.  A reservation is accepted if the MT channel indicated in the MRTS will become idle within a pre-specified time interval, according to the NAV maintained by the receiving MP and if the receiving MP has available radios to receive the transmission; i.e. the Radio Counter is non-zero.  The receiving MP may extend the MTXOP Duration in order to receive the MTXOP at a lower Tx rate.  

If the reservation request is accepted or extended, the Duration field is adjusted in the MCTS sent by the receiving MP.  If the reservation is extended, the Duration field is greater than the adjusted value of the Duration field in the MRTS received and the transmit rate is lower in the MCTS.  The forwarding MP in that case sends another MRTS with the Duration field 

If the reservation request is declined, the Duration field in a MCTS declining a reservation request is set to 0.   
The radio counter indicates the number of radios that remain idle at the receiving MP.   If the radio counter is zero, the Busy Time field will show the time interval before a MT radio will become idle (cease transmitting or receiving).  When a reservation is declined, the forwarding MP must wait for a time interval equal to the Busy Time value before sending another MRTS to the receiving MP, adjusted for the AIFR time interval.  If the radio counter in a MCTS declining a reservation request is non-zero, the forwarding MP may attempt another reservation for the same MTXOP immediately using a different MT channel.  The Busy Time field, in that case, indicates the setting of the NAV of the MT channel requested and is used to update the NAV for the requested MT channel at the forwarding MP. 
2.3 NAV rules

A MP monitors the control channel and keeps track of all reservations made by other MPs to determine the busy/idle status of MT channels, and when they will become available.  It maintains for each MT channel a NAV timer.  The NAV timer is also updated from NAV-setting requests heard over the MT radio.  NAV updates from the MT radio become important if the wireless mesh co-exists with independent WLAN users.  If MT channels are assigned dynamically, NAV synchronization can be achieved with greater certainty by tuning a radio to the selected MT channel as early as possible and no later than the generation of a MRTS or MCTS reserving that channel.
The mesh NAV (MNAV) timer is similar to the NAV timer used in 802.11 with a few changes to address the hidden node and the exposed node problems.
  A description of the mesh NAV is given below.  The background for the NAV specification below is provided in the sections covering the hidden and exposed node problem, Sections 3.1 and 3.2, respectively. The MNAV differs from the legacy NAV in two ways
: (1) Two NAV components and (2) Two-step NAV-setting for MRTS. 

2.3.1 Two NAV components (Optional)

The 
MNAV has two components: MNAV_RTS and MNAV_CTS. The MNAV_RTS is updated when receiving a MRTS with a non-zero Duration field.  If MNAV_RTS is non-zero for a MT channel, a MP must decline a MRTS reservation request for that channel by sending a MCTS with Duration set to 0.  

The MNAV_CTS is updated when receiving a MCTS with a non-zero Duration field.  If MNAV_CTS is non-zero for a MT channel, a MP may not transmit on that channel.  Both MNAV_RTS and MNAV_CTS are updated for all other NAV-setting requests. [For more details, see Section 3.2.]

2.3.2 Two-step NAV-setting for MRTS (Optional)
A MP receiving a MRTS sets the MNAV_RTS of the MT channel indicated in two separate steps.

1. Upon receipt of the initial MRTS, the MNAV_RTS for the specified MT channel is updated for the time interval RTSHSHK (RTS handshake) needed to receive a MCTS and a second MRTS
2. If, during the interval RTSHSHK, a cancellation MRTS is not received (i.e., a second MRTS is not received from the same forwarding MP for the same MT channel, or a second MRTS is received within a SIFS idle time interval from the MCTS to extend the initial reservation), the MP sets the MNAV_RTS for the residual Duration from the initial or second MRTS.  [For more details, see Section 3.1.]
Figure 2 illustrates how the NAV is set when a MP hears a MRTS.  Two examples are shown.  In Example 1, the initial reservation for MTXOP1 is cancelled when a second MRTS is heard from the same MP with Duration set to 0, and therefore the NAV is not extended beyond the initial setting of RTSHSHK.  In Example 2, the reservation is not cancelled and therefore the NAV is extended to cover the entire reservation Duration in the initial MRTS.
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Figure 2  Two-step NAV setting
2.4 Permissible MT channel set

Each MP maintains a set of  “permissible” channels.  This set consists of channels that have low noise and are lightly loaded.  A MP monitors channels regularly in order to add channels to the permissible set or eliminate unacceptable channels from the permissible set, which is updated over time.   Signal strength and other metrics indicating traffic load and congestion (e.g., channel utilization and number of collisions) are measured. The permissible channels meet 802.11h DFS requirements.  If an independent AP powers on and chooses to operate on one of the permissible channels, that channel will be removed from the permissible set.  Permissible channels may be ranked in order of desirability of the channel, using different metrics.  One such metric would be traffic load, to avoid co-channel interference and collisions with other users of the channel. 

2.5 Channel Assignment

The proposed MMAC protocol makes channel assignment very simple.  A single control channel is assigned; it is selected when a mesh starts.  Mesh points inherit the selection for the control channel as they associate with the mesh.  If two mesh networks merge to form a single combined mesh, one of the mesh networks changes its control channel.   Which of the two merging mesh networks is the one to change control channel can be determined in a distributed way.  The beacon time stamp of a mesh network will indicate its age. The newer of two merging mesh networks will change its control channel to coincide with that of the mesh network started first.  A procedure for changing control channel is described in reference.  [4] 

A change in control channel may be necessary also in order to comply with 802.11h DFS requirements.

MT channel assignment can employ either dynamic channel assignment or fixed channel assignment.   The former is simpler from an administration perspective.  A MT channel is assigned on a channel availability basis, per-MTXOP.  A MP that has a MTXOP to transmit checks the availability of the MT channels in the permissible set and selects an available MT channel that is appropriate for the transmission of the MTXOP.  In general, different MT channels may be appropriate for different receiving MPs depending on their radios and environmental considerations.  If an appropriate channel is not available, the MP will select the channel that will become available first according to the NAV.  More intelligence may be added to the selection of an MT channel from the permissible set.  Fixed channel assignment can be implemented by limiting the permissible set to one appropriate channel for each mesh meighbor. 

According to the proposed MMAC protocol, channel assignment does not add administrative complexity when dealing with mobility or recovery from MP failures.  Adjustments to a new mesh topology are fast as control communication continues on the same control channel and only one channel, the control channel, needs to be scanned for beacons.   

2.6 Channel access

The proposed MMAC protocol is a multi-channel generalization of CSMA/CA.  MPs with a single radio, which would use the same physical channel for the control and MT logical channel functions, access the wireless medium through the 802.11e protocol using MRTS/MCTS for reservations. It is important to reserve the channel with MRTS/MCTS and, in particular to follow the NAV-setting rules described in Section 2.3 on NAV rules in order to address the hidden node problem.  [See details in Section 3.1 on the Hidden Node problem.] 

When a separate physical channel is used for mesh traffic and control traffic, the access mechanism is differentiated accordingly.  The two access methods are described below.

2.6.1 MT channel access

Access to the MT channel follows the 802.11e EDCA protocol.  Prioritized access, as provided by EDCA, enables mesh traffic to compete with independent WLAN traffic for access to the MT channel on the basis of the priority of the MTXOP.  

If a mesh network were located in an area without any independent WLAN users, it would have sufficed to access the channel without prior carrier sensing, as co-channel use in a BSS associated with a MAP can be coordinated to avoid overlap in time.  Carrier sensing becomes necessary only because independent WLAN stations are unaware of the mesh presence and, more importantly, may not be equipped to communicate with the mesh network. [For details see Section 3.4.]    The access parameters for channel access for the MTXOP are those corresponding to the access category assigned to the MTXOP according to the Generalized Adaptive Prioritization (GAP) scheme described below.  

Using the EDCA protocol for MT channel access in the absence of independent WLAN users does not impose a substantial penalty with respect to channel utilization.  According to the CSMA/CA rules, a node may access the channel without backoff delay if the frame pending transmission is generated while the channel is idle and it remains so for a time interval that depends on the access priority of the frame.  As a consequence, MTXOP duration would increase by a time interval equal to the AIFS (arbitration inter-frame space) of the mesh traffic. 

In general, a MT channel reservation by a MP can be extended once mesh transmission has commenced.  Such an extension may be necessary in the event the MT channel is busy because of independent WiFi users.  To extend the reservation, another MRTS/MCTS is needed in order to notify all neighbors within interference range of the forwarding and receiving nodes.  Extension of the reservation is guaranteed as long as the MRTS is transmitted prior to expiration of the NAV for the MT channel adjusted for AIFR (see Section 2.6.3).
2.6.2 Control channel access

Prioritization of mesh traffic transmissions occurs during the reservation process on the control channel (i.e., during MRTS transmission to reserve a MT channel for a MTXOP).  The goal of prioritisation is twofold:  the reduction of latency and jitter for QoS applications and congestion control.   A MRTS is assigned an access category, which depends on the user priority of the MTXOP frames, their residual lifetime, and the congestion (e.g. queue length) experienced at the MP sending the MRTS. 

A MCTS is transmitted on the control channel following receipt of a MRTS after a SIFS idle interval.  If a M-ACK is used for acknowledgement, it is assigned the highest priority access category.  The same MP may transmit a MRTS within a SIFS idle interval of sending a M-ACK to acknowledge receipt of a MTXOP.  A MRTS and a M-ACK may be piggybacked, provided they have the same destination.

Two prioritization schemes are combined to achieve prioritisation in channel access.

1. EDCA prioritization (802.11e distributed MAC protocol)
2. NAV time filtering 

We first present the NAV time filtering priotization scheme in the following section and then discuss the assignment of an access category to an MRTS according to the GAP scheme.

2.6.3 NAV time filtering and AIFR

Access to the control channel for the transmission of a MRTS follows the EDCA protocol, subject to additional filtering of the time when backoff countdown and transmission are allowed.  This filtering is driven by the availability of the MT channel being reserved, which is indicated by the NAV timer for the channel. 
  

As explained in Section 2.2, advance reservation of the MT channel is not permitted in order to ensure proper prioritization of mesh traffic.  However, a MRTS may be sent while the MT channel is busy, provided the MT channel becomes free when the MRTS/MCTS exchange is complete.  A time interval AIFR (advance time for reservation) determines the earliest time a MRTS may be transmitted prior to the expiration of the NAV timer of the MT channel being reserved, as illustrated in Figure 3.  A different AIFR length is specified for different access categories, with a longer AIFR used for a higher priority access category.  The longest AIFR will not exceed the time needed for the transmission of a MRTS/MCTS, assuring that the channel will be available by the time reservation is accomplished.  Superposition of NAV time filtering improves priority differentiation and increases utilization of MT channels. 
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Figure 3  NAV time filtering

A MRTS is generated when a MTXOP that requires forwarding arrives at a MP.  It will contain a MT channel from the permissible set that is appropriate for the transmission of the MTXOP corresponding to the MRTS.  Sometimes, a MRTS can be transmitted immediately following a M-ACK frame without contention.  Specifically, a MRTS can be transmitted on the control channel within a SIFS idle period following the transmission of the acknowledgment of the MTXOP if the designated MT channel is idle or “nearly idle” (that is, if the NAV of the MT channel is less than AIFR), no other MRTS is queued at the forwarding MP, and the control channel is idle.  If other MRTSs are queued at the MP, the MRTS will be queued for transmission according to EDCA.  If the control channel is busy or the designated MT channel is busy and not within an AIFR time interval of becoming idle, transmission of the MRTS is postponed.  A random backoff delay is drawn using the parameters associated with the AC assigned to the MRTS.

The MRTS is transmitted when the following conditions are met:

i. backoff delay is decremented to 0, 

ii. the control channel is idle, and 

iii. an “appropriate” MT channel (that is, a permissible MT channel that is appropriate for the transmission of the MTXOP corresponding to the MRTS) is idle or nearly idle.  

Backoff countdown at each EDCA queue (queue of MRTSs of the same access category) occurs only under conditions (ii) and (iii) above.  If all appropriate MT channels cease to be idle or nearly idle, backoff countdown at an EDCA queue will stop, and will be resumed when an appropriate MT channel becomes idle or nearly idle.   When the MRTS at the head of the queue is transmitted, it will contain, as the requested MT channel, an appropriate channel that is idle or nearly idle.

The MRTS reservation request will be accepted if the NAV of the MT channel being reserved, maintained at the MP receiving the MRTS, has expired or is due to expire within a time interval equal to (AIFR - MRTS_Tx - SIFS), where MRTS_Tx is the time needed for the transmission of the MRTS.

The MP transmits the MTXOP on the MT channel indicated in the MRTS once it receives a MCTS indicating acceptance of the reservation request. [See description of the acceptance condition in Section 2.2.]  The MT channel will be idle when the MCTS arrives since AIFR is never longer than the time needed for a MRTS/MCTS exchange. 

No NAV filtering is imposed on the transmission of a M-ACK.  However, if a MRTS is to be transmitted by the same MP immediately following the transmission of a M-ACK, NAV filtering applies to the MRTS transmission.

2.6.4 Generalized Adaptive Prioritization 

The access category assigned to a MTXOP and its associated MRTS determines the priority with which a MP will access the control channel to transmit the MRTS.  The channel access parameters (AIFSN, CWMin, CWMax) and MTXOP_limit employed in EDCA depend on the assigned AC.  The access category assigned to a MRTS depends on three factors: 

· MTXOP user priority
· Frame residual lifetime 
· MP congestion level

User Priority

The MTXOP user priority is set to the highest user priority of the frames included in the MTXOP.  Doing so does not delay time sensitive traffic and at the same time encourages grouping of mesh traffic into MTXOPs, which improve channel use efficiency.

Residual Lifetime

Access priority of a MRTS depends on the age of the frames in the MTXOP.   Age of a frame is accounted for by the residual lifetime of a frame.  The residual lifetime of a frame is the time remaining until its expiration, when it is discarded.  Different applications have different tolerance for delay.  For instance, voice packets are not useful if they are delayed beyond a given time.  In contrast, frames of various file transfer applications would be more tolerant of delay.  Hence, the residual lifetime assigned to a frame will depend on its user priority.   If a frame is insensitive to delay, it will be assigned a long but finite maximum lifetime adequate to prevent looping when the frame is routed in a mesh.

Residual lifetime can be measured in different ways: either in local clock time units, or in the number of hops traversing the mesh.  In the latter case, it is the same as the TTL (time to live) metric used to avoid looping in routing through a network.   In the former case, when a frame enters the mesh the expiration time is included in the frame.  The residual lifetime is the difference between the expiration time on the received frame and the MP clock time.
  If residual lifetime is expressed as the number of hops remaining before the frame is discarded, its value is reduced by 1 every time it reaches a node in the mesh.  

The MRTS access priority is adjusted for the residual life of the MTXOP frames.  The MRTS for a MTXOP containing a frame with remaining lifetime below a specified threshold will have its access priority increased.  Giving higher priority to frames based on age bounds the delay in traversing the mesh and increases throughput (reduces dropped-frame rate).

Congestion
Finally, the MRTS access category depends on the traffic load on a MP.  MPs with fewer transmitting radios need more help to reduce congestion.  Mesh bottlenecks are avoided by expediting channel access by MPs with heavier mesh traffic loads and fewer radios. The MP access priority depends on the queued traffic adjusted for the number of transmit radios at the MP.  
2.7
Merging mesh networks

Mesh networks can merge to form a larger mesh. Merging follows steps similar to the association of a MP to a mesh.  If the original meshes have different control channels, one must change its control channel.  A MP can mandate the change of control channels by all MPs on a mesh.  [See reference [2].]

3 Issues Addressed

3.1 Hidden terminal problem

A hidden node is one that can interfere with the receipt of a transmission that it cannot hear.  In a WLAN where stations can hear one another, the hidden node problem is addressed by using RTS/CTS.  If, however, the transmitting and receiving nodes are sufficiently separated, as in the case of MPs in a WLAN mesh, RTS/CTS is not effective because the interference range is longer than the transmit range.
  Hidden nodes will be found within interference range of the destination of a transmission but outside of the transmit range. Consider the mesh illustrated in Figure 4.  Node 1 sends a RTS to node 2 and node 2 responds with a CTS.  Nodes 3 and 5, which are within interference range of node 2, are not within transmit range of node 2, so they do not hear the CTS.  
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Figure 4 Hidden terminals in a mesh network

3.1.1 RTS/CTS

As in the case of a BSS, to protect against hidden nodes, RTS/CTS must be used.  Because of the distance separating potentially interfering nodes, the RTS/CTS must be sent at a more robust PHY mode than mesh traffic frames.  That is, the RTS/CTS would be transmitted either at higher transmit power or a lower data rate than mesh traffic.  This way, the transmit range for RTS/CTS could be the same as the interference range of mesh transmissions. 

Use of RTS/CTS to avoid hidden nodes gives rise to a problem in canceling reservations when transmitting a TXOP (a sequence of frames transmitted with a separation of a SIFS idle between them).  According to the 802.11e draft, there are two ways to reserve channel time for the transmission of a TXOP.  One is to reserve the channel for the duration of the entire TXOP and the other is to reserve the channel for one frame at a time.  Since a RTS/CTS is needed, a single RTS/CTS will reserve the channel for the entire TXOP duration.  If the reservation request is not accepted, the reservation for the TXOP must be cancelled in order to enable use of the reserved channel for another transmission.

In the proposed MMAC protocol, notification of denial of a reservation is communicated to all MPs by a second MRTS from the forwarding MP containing a Duration field set to 0.  The forwarding MP is notified of the denial of the request when it receives a MCTS with Duration field set to 0.  According to the 802.11 NAV rules, a node that hears a frame with a non-zero Duration field updates its NAV for the channel to account for the expiration of the new Duration value as well as all previous NAV-setting requests.  A NAV is therefore the composite of multiple NAV-setting requests from different sources.  

A node that hears notice of the cancellation of an earlier NAV-setting request cannot simply reset the NAV.  Other NAV setting requests may be outstanding, as it is possible for a node to hear multiple NAV-setting requests for the same channel from nodes that cannot hear one another.   Canceling a channel’s NAV could thus lead to collisions.  A different way is described below for setting the NAV of a channel when reservation is sought through a MRTS; the new NAV setting approach obviates the need for resetting a NAV when a reservation is cancelled.

3.1.2 Two-step NAV setting

The NAV of a channel is set in two steps when hearing a MRTS.  Upon receipt of initial MRTS, a MP updates the NAV for the specified MT channel for the time interval RTSHSHK needed to transmit a MCTS and another MRTS.  If a cancellation MRTS is not received, a node then sets the NAV for the remaining Duration value indicated in the initial MRTS or the extended Duration value indicated in a subsequent MRTS.  If the reservation is declined, the NAV expires without the need 

for further action.
3.2 Exposed node problem

An ‘exposed node’ is one that is either (1) within the sensing range of the sender node but outside the interference range of the receiver node – therefore it could not receive a transmission from another node, but could transmit itself, or (2) 
within the sensing range of the receiver node but outside the interference range of the sender node – therefore it could not transmit but it could receive another transmission directed to it.  Figure 5 illustrates the two instances of an exposed node. [This figure would be clearer if you took the tail dots off the arrows, making the heads stand out better]
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Figure 5  Exposed nodes

According to the IEEE 802.11 NAV rules, when a RTS or a CTS is heard by a node, its NAV is set and the node 
cannot transmit or receive (that is, it cannot send a RTS or a CTS) on the channel until the NAV expires.  For an exposed node, these rules are too conservative and lead to the underutilization of the channel.   The problem is more common in mesh networks because of the separation between nodes.  It is remedied with the modification of the NAV and by sending acknowledgement of the transmission of mesh traffic on the control channel.

3.2.1 Double NAV + M-ACK

An exposed node can either transmit or receive transmissions, but not both.  Therefore, its NAV must distinguish which of the two it is can do. To this end, the NAV maintained by a MP for each MT channel has two components: the MNAV_RTS and the MNAV_CTS.   

The MNAV_RTS is updated when receiving a MRTS with a non-zero Duration field.  If MNAV_RTS is non-zero for a MT channel, a MP must decline a MRTS reservation request for that channel by sending a MCTS with Duration set to 0.  

The MNAV_CTS is updated when receiving a MCTS with a non-zero Duration field.  If MNAV_CTS is non-zero for a MT channel, a MP may not transmit on that channel.  Both MNAV_RTS and MNAV_CTS are updated for all other NAV-setting requests.

The double NAV enables an exposed MP to either receive or transmit without interfering with the transmission for which the channel is reserved through the RTS/CTS.  A transmission to or from an exposed MP would interfere however with the acknowledgment, which is transmitted in the opposite direction.  To avoid such collisions, the acknowledgement can be transmitted on the control channel.  In other words, use of the M-ACK, an acknowledgement transmitted on the control channel following transmission of a TXOP on a MT channel, would be needed for acknowledgement to enable a WLAN mesh to prevent exposed nodes. 

3.3 Mixing BSS traffic and forwarding traffic
When a mesh point is also an AP, a MT channel can be the same physical channel as that used by the associated BSS.  Similarly, a mesh point may be a station with its own application traffic in addition to the mesh (forwarding) traffic.  The proposed MMAC protocol provides mechanisms that differentiate between BSS and mesh traffic and allow for congestion control and QoS management.  Alternatively, a radio in a multi-radio MP may be shared by BSS or application traffic and mesh traffic. 
3.3.1 Sharing the same channel

To avoid collisions between mesh traffic and BSS traffic of a mesh AP, channels can be shared in time.  The MAP can reserve a MT channel for BSS traffic by sending a MCTS addressed to itself.  The MCTS indicates the MT channel a MAP has selected for use in the BSS and the length of the time interval for which the BSS will have exclusive used of the MT channel.  Stations in the BSS may transmit to the MAP, or among themselves, and the MAP may transmit frames to the stations during the reserved time interval.  This time interval is made short, and the MAP does not reserve the channel again until some time has elapsed to permit others to use of the channel.

In order to block use of the BSS channel by the BSS stations when it is not reserved, the MAP must send a frame that will set the NAV in the BSS and thus prevent all legacy and 11e stations from accessing the BSS channel for a specified time interval.  At the same time, any MP radios listening to the BSS channel must not adjust their NAV for the BSS channel according to the Duration field of this frame.  To do this, the MAP sends a QoS CF-Poll frame addressed to itself.  The Duration field contains the time interval for which the BSS stations must refrain from accessing the BSS channel.  Stations in the BSS will adjust their NAV accordingly.  MPs will disregard such a frame.  Therefore, MPs hearing a QoS CF-Poll with the same MAC address in Address1 and Address2 fields of the MAC header and non-zero Duration value will ignore such a frame, and not adjust their NAVs according to the Duration field.
The above approach also provides a means of addressing the problem of overlapping [co-channel] BSS using HCCA, which assumes contention-free access to the BSS channel.
3.3.2 Sharing the same radio
A MT radio can be shared between mesh traffic and BSS traffic of a MAP.  
To switch a radio between serving the BSS and the mesh, a MAP can block BSS transmissions from its stations.  As done, above, the MAP sends a QoS CF-Poll frame addressed to itself on the BSS channel, specifying in the Duration field the time interval for which the BSS must refrain from accessing the channel.   Stations in the BSS will adjust their NAV accordingly.  MPs will not adjust their NAV when they hear a QoS CF poll with the same MAC address in Address1 and Address2 fields of the MAC header and non-zero Duration value.  During that time interval, the MAP radio can be set to any MT channel, reserved by an MRTS sent to a mesh neighbor, to transmit mesh traffic.  
3.4 Co-existence of wireless mesh with independent WLANs

When a wireless mesh network is located in an area with independent wireless LAN use, they must share the wireless channels using existing channel access protocols.  Mesh and independent WLAN traffic share channels as equals.  Frames of forwarded mesh traffic streams will be transmitted using the EDCA access protocol, based on the user priority of the traffic, just like frames from an independent WLAN.  

An exception to equal access is mesh control traffic.  Mesh control traffic will access the control channel with higher priority than the frames from independent WLANs.  The reason for prioritizing control traffic is to expedite reservations for the MT channels, thus enabling forwarded traffic to contend for the MT channels on an equal footing with independent WLAN traffic.  Prioritization of control traffic does not penalize independent traffic seriously because control traffic is light compared to mesh forwarded traffic (assuming that MTXOPs are long).

3.5 Tx power control

Transmit power control reduces battery drain.  When MPs are sufficiently close to be able to deliver the required signal strength to one another with a reduced transmitted power level, they can engage in power control. [3]  For fixed (immobile) MPs, the required transmit power level can be determined during link establishment.  For mobile MPs, however, it is useful to be able to determine the required transmit power at the time of each transmission.  This is achieved by transmitting the MRTS/MCTS at known power levels.  This provides information to a pair of MPs on the signal attenuation between them. The attenuation is used to set the transmit power for the delivery of mesh traffic at the desired signal strength.  
In addition to extending battery life, transmit power control helps increase MT channel reuse when control and mesh traffic are carried on separate channels. As MT channels are assigned on demand (based on the observed interference), they can be re-used at closer distances if MPs reduce transmit power.
4 Discussion

A mesh MAC protocol, CCC, was presented in this paper that has several advantages.  

–Ease of administration/ implementation 

Foremost is the simplicity of implementation and administration.  Channel assignment, the determination of a channel to be used for the transmission of mesh forwarding traffic that occurs either upon initialisation of a mesh or when recovering from a MP outage, is made easy with CCC.  In general, channel assignment is a tedious process for a managed mesh network, and difficult for an unmanaged mesh comprising a collection of MPs from different vendors. The selection of the control channel in CCC is straightforward.  A MP can determine its mesh traffic channel on per-transmission basis.   There are no complex re-use relationships to consider or any optimisation be performed in CCC.  Good performance is a direct consequence of the flexibility afforded MPs in changing mesh traffic channels.  .

Signalling and beacon monitoring also becomes easy in CCC.  With all beacons transmitted on a single control channel, beacon scanning is simple and fast.  MPs need not scan all channels and monitor each channel separately, sufficiently long, waiting for beacons.  

–Extends battery life
CCC helps preserve battery life in multi-radio battery-powered MPs.   A MP needs to keep only the radio powered constantly, the one tuned to the control channel powered, where notice of all transmissions directed to the MP will arrive.  It need not keep all radios powered in order to be able to receive transmissions destined to it, as required with other MMAC protocols.  

–Self-healing
An unscheduled outage of a MP can cause loss of connectivity and loss of data.  It is important to recover quickly from such a disruption.  The need for channel re-assignment before any signalling can be exchanged would increase recovery time.  CCC speeds up recovery as the shared control remains unchanged and ready to carry the signalling needed to establish new links.   No channel assignment is needed for the MT channels.

–Robust to independent WiFi use 

Control traffic needs to be transmitted promptly.  In a dense WLAN area, interference-free mesh channel assignment may not be possible and contention by independent WLAN traffic would be heavy.  By separating mesh traffic from mesh control traffic (MRTS/MCTS), control traffic does not compete with mesh traffic.  With priority access over WLAN traffic, control traffic will be transmitted fast and reliably.  Mesh traffic may be sent on different channels, as they become available.  The greater flexibility in channel selection reduces delay and collisions.

–Accommodates mobility
When MPs move, the distances and interference relationships between them may change.  These changes can disrupt the communication between established links and new links/paths must be established for forwarding traffic.  CCC expedites reconfiguration of the mesh topology because the channel on which signalling traffic is transmitted, the common control channel, is always there.  With other protocols, new channels may need to be established before any signalling can be exchanged by the MPs.  Communication between mobile MPs may thus be temporarily lost.

–QoS aware
QoS is provided in CCC by QoS-aware access mechanisms at the BSS and expediting forwarding on the mesh backbone.  QoS prioritisation at the BSS of a MAP follows either of the 802.11e access mechanisms, HCCA or EDCA.  Forwarding on the mesh backbone is prioritized by both EDCA and an enhanced prioritization mechanism, NAV time filtering.  Prioritization helps achieve the following:  distinguish between applications with different QoS requirements, bound delays of jitter sensitive applications, and reduce forwarding delays by eliminating traffic bottlenecks.

–Solves ‘hidden’ and ‘exposed’ node problems

New NAV rules eliminate the hidden and exposed node problems.  The benefit of the new NAV rules is greatest when the control channel is on a separate physical channel than mesh traffic.  If, for instance, a single radio MP puts its traffic on the control channel, the acknowledgements it sends or receives may collide with transmissions to/from exposed nodes, which will be allowed under the new NAV rules.  Other MAC protocols can benefit from using the proposed NAV rules, with some but not as great benefit, for the reasons just explained.

–Good throughput
The increased flexibility of selecting channels for the transmission of mesh traffic helps utilize channels that would be otherwise sitting idle and thus increases MT channel utilization and decreases forwarding delays.  Another reason for increased MT channel utilization in CCC is the shorter reuse distance that results when dynamic MT channel selections reflect reductions in transmit power, leading to shorter re-use distances.  The increase in MT channel utilization compensates for the reduction in the number of MT channels when restricting one channel to control traffic. 

–Applies to meshes with mix of single and multi-radio MPs  

CCC is flexible with respect of the number of radios available at the MP joining a mesh.  A MP with any number of radios can join.  While not limiting what MP can participate in a mesh, the protocol helps the mesh realize the performance enhancements possible from an increased number of radios, by allowing, for example, MPs with multiple radios to transmit and receive at the same time.
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	“Residual lifetime” helps in flow control and prioritized access of MRTS incl SIFS access expedite reservations
	P 7 - 8
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	SERV_CMP_SCP1
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	SERV_CMP_SCP2
	· WLAN Mesh compatibility with STA mobility/roaming
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	The common control channel facilitates rapid communication when spatial channel reuse relations change as a result of mobility
	P 12

	SERV_CMP_SCP3
	· Techniques to allow WLAN Mesh to meet 802.11r system requirements
	No
	
	

	SERV_CMP_SCP4
	· Dissemination of  STA-to- destination MeshAP or STA-to-destination Mesh Portal routing information in the WLAN Mesh.
	No
	
	

	SERV_CMP_Other
	· 
	N/A
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	· Allow a WLAN Mesh to interface with higher layer protocols
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	· Interfacing a WLAN Mesh with other IEEE 802 LANs 
	No
	
	

	INTRWRK_SCP3
	· Support for interfacing a WLAN Mesh with other IEEE 802 LANs using 802.1D
	No
	
	

	INTRWRK_SCP4
	· Support for efficient utilization of multiple Mesh Portals in a single WLAN Mesh.
	No
	
	

	INTRWRK_SCP_Other
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	CFG_MGMT_SCP1
	· Protocol extensions to support self-configuring formation of a WLAN Mesh network
	yes
	Channel monitoring and maintaining NAVs on permissible channel sets enables distributed channel assignment (self RF engineering)
	P 6

	CFG_MGMT_SCP2
	· Interfaces to support 802.11h DFS compliancy
	No
	
	

	CFG_MGMT_SCP3
	· Interfaces and parameter exchange to enable RF auto configuration support
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	CFG_MGMT_SCP4
	· Support for managed network management model
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	The proposed MMAC protocol can be used and enhanced by a network manager/ controller 
	

	CFG_MGMT_SCP5
	· Support for unmanaged network management model
	yes
	The proposed MMAC protocol can be used by an unmanaged mesh consisting of multi-vendor mesh points 
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	· Interfaces and parameter exchange to exchange information about the capabilities of Mesh Point devices
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	CFG_MGMT_SCP7
	· Mesh network channel selection
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	The common control channel approach naturally provides a mechanism for dynamic channel assignment
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	CFG_MGMT_SCP8
	· Mesh network Tx power control
	yes
	MRTS/MCTS provide the information needed for Tx power control on mesh traffic transmissions 
	P 11

	CFG_MGMT_SCP9
	· QoS policy and management 
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	P 6-8

	CFG_MGMT_SCP10
	· Support for time synchronization of Mesh Points if required by mesh services
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	The TSF function for IBSS can be used with the common control channel approach
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Abstract


A protocol is presented for wireless mesh networks, encompassing channel assignment, medium access, priority management and congestion control.  Particular strengths are ease of implementation, modest computational requirements, tolerance for mobility of mesh points and changes in radio environment, accommodation of QoS needs and throughput maintenance when overloaded.  The central features of this protocol include a universally shared channel for control signals and an enhanced channel-access-control system.





The protocol, called the Common Control Channel mesh MAC protocol, is described in reference [5].








� For a description of the legacy NAV see Clause IEEE 802.11-1999 standard in [1]


� The NAV timer of a channel indicates the time that must elapse before the channel becomes idle.


� MPs can synchronize their local clocks by the method used for TSF synchronization in an IBSS (IEEE 802.11-1999 standard).


� The transmit range is the range within which all nodes can hear the transmission and are able to decode it.
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