March 2005

doc.: IEEE 802.11-05/0164ar0

IEEE P802.11
Wireless LANs

	Monitoring QoS Delays in 802.11 WLANs

	Date:  2005-03-15

	Author(s):

	Name
	Company
	Address
	Phone
	email

	Amjad Soomro
	Philips
	345 Scarbourough Rd., Briarcliff Manor, NY
	1-914-9456319
	amjad.soomro@philips.com

	Dave Cavalcanti
	Philips 
	345 Scarbourough Rd., Briarcliff Manor, NY
	1-914-9456179
	dave.cavalcanti@philips.com





1. Introduction

1.1 BACKGROUND

One of main the design challenges in 802.11 networks [1] is to provide QoS (Quality of Service) guarantees to users, which is the objective of the 802.11e amendment [2]. The channel access mechanism in 802.11e is based on a Hybrid Coordination Function (HCF) that combines the Enhanced Distributed Channel Access (EDCA) contention-based mode, and the HCF Controlled Channel Access (HCCA) mode.

The distributed contention-based access used in EDCA provides only probabilistic QoS guarantees to stations (QSTAs) by giving different access priorities to different access categories (ACs). On the other hand, the HCCA mode is designed to provide parameterized QoS guarantees. In HCCA mode, QSTAs can establish Traffic Streams (TS), with Traffic Specifications (TSPECs) carrying traffic stream parameters, with the HC (Hybrid Coordinator), which is collocated with the QoS capable Access Point (QAP). Thus, the HC is responsible for scheduling Transmission Opportunities (TXOPs) to QSTAs that meet the TSPECs of all accepted TSs.

1.2 Motivation

According to the 802.11e amendment [2], the HC scheduling policy should be able to guarantee QoS only under controlled situations, i.e., when the wireless medium is free of external interference. However, these ideal conditions may not be always possible to achieve in practice due to interference of other technologies on the same channel or overlapping BSSs. Under these uncontrolled situations, the service level may drop bellow certain acceptable levels for some applications. For instance, guaranteed QoS provision is particularly important for real time applications (e.g. VoIP) and other critical applications that have very hard QoS constraints, such as patient monitoring. Therefore, frequent QoS monitoring is needed for such critical applications in order to detect eventual problems with the QoS received and to take actions to avoid unacceptable delays and packet losses.

The 802.11e MIB provides several counters, in the dot11QosCounters table, for QSTAs to monitor and manage QoS. However, most of the counters are only defined for Traffic Identifiers (TIDs) between 0 and 7, i.e., they are valid only for TCs in EDCA operation mode. Although the Traffic Streams (TS) were originally introduced to support applications with hard QoS constraints, no attribute is defined in the MIB to monitor QoS per TS.Therefore, there is a need to introduce new attributes in the 802.11e MIB to allow QSTAs to monitor QoS parameters of TSs.

2. Delay Monitoring 

This proposal addresses the problem of providing means for QSTAs to monitor QoS parameters, by introducing new attributes in the 802.11e MIB that provide useful information for QSTAS to proactively take actions to guarantee the QoS requirements of real-time and critical applications. In addition, the goal is to provide information specially related to TSs, which are expected to carry traffic with hard constraints in terms of delay and packet loss.

We propose the new dot11QosMSDUAverageDelay attribute to enhance the current 802.11e MIB. Furthermore, we propose to extend the applicability of some of the counters in the dot11QosCounters table to TSs. With this information, the QSTAs would be able to identify how well the delay constraints are being met.  For instance, the QSTAs would be able to identify an increasing trend in the delay towards the bound delay, which can be interpreted as an alarm for critical applications. Once the estimated delay reaches a given threshold (QoS alarm threshold), then, the QSTA could try to renegotiate QoS with the HC or take any other action to avoid packet loss. 

 The proposed MIB could be implemented with little additional computational complexity or hardware requirements. For example, a potential methid is outlined below. Let D denote the dot11QosMSDUAverageDelay, then value of D for the kth frame in a TS or TC could be given by:

Dk = (1 – 2-n)Dk-1 + 2-ndk,




(1)

where dk is the measured delay for the kth successfully transmitted frame in a TS or TC, otherwise, dk is set to the total amount of time the frame stayed in the MAC layer queue before being discarded. The parameter n determines the weight given to the estimated value compared to the new measured value. Equation (1) can be rewritten as

Dk = Dk-1 + 2-n[dk - Dk-1],





(2)

which requires only 3 basic operations at each update (1 subtraction, 1 addition and 1 shift) and can be easily computed with very low computational and storage requirements. Equation (2) can also be viewed as first order low pass filter, whose filtering factor is a function of n. We propose n = 4 as standard value.

3. Suggested changes to [2]:

In "dot11QosCountersTable" of Annex D, change dot11QosCountersEntry to:
 dot11QosCountersEntry ::=

SEQUENCE { dot11QosCountersIndex INTEGER,

dot11QosTransmittedFragmentCount Counter32,

dot11QosFailedCount 


Counter32,

dot11QosRetryCount 


Counter32,

dot11QosMultipleRetryCount 
Counter32,

dot11QosFrameDuplicateCount 
Counter32,

dot11QosRTSSuccessCount 

Counter32,

dot11QosRTSFailureCount 

Counter32,

dot11QosAckFailureCount 

Counter32,

dot11QosReceivedFragmentCount 
Counter32,

dot11QosTransmittedFrameCount 
Counter32,

dot11QosDiscardedFrameCount 
Counter32,

dot11QosMPDUsReceivedCount 
Counter32,

dot11QosRetriesReceivedCount 
Counter32,

             dot11QosMSDUAverageDelay

Unsigned32}
Remove the last sentence of DESCRIPTION under dot11QosTransmittedFragmentCount, dot11QosRetryCount, dot11QosMultipleRetryCount, dot11QosFrameDuplicateCount, dot11QosRTSSuccessCount, dot11QosRTSFailureCount, dot11QosAckFailureCount, dot11QosReceivedFragmentCount, dot11QosTransmittedFrameCount, dot11QosDiscardedFrameCount, and  dot11QosDiscardedFrameCount  as shown:

This counter has relevance only for TIDs between 0 and 7.
Insert the following elements to the end of dot11QosCountersEntry element definitions behind

dot11QosRetriesReceivedCount:
dot11QosMSDUAverageDelay OBJECT-TYPE

SYNTAX Unsigned32

MAX-ACCESS read-only

STATUS current

DESCRIPTION

" This attribute stores a movinge average of delay to successfully transmit a frame in a given TC or TS. The average delay is updated for each succeffull transmission or frame dropped using the following relation: 

average_delay = average_delay + 2-n(measured_delay - average_delay), where n defines the filtering factor, which default value of n should be 4. The measured_delay is overall delay to successfully transmit a frame or the total time the frame stayed in the mac layer buffer until being dropped."

::= { dot11QosCountersEntry 15 }
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Abstract


This proposal introduces a new QoS MIB attribute, called dot11QosMSDUAverageDelay, and extends the meaning of some counters in the IEEE 802.11e MIB to also be applicable to sraffic streams. The goal is to allow STAs to monitor QoS parameters for both traffic categories and traffic streams and to take proactive actions to guarantee the QoS before the service level degrades bellow the acceptable level.
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