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Abstract

This document contains the meeting minutes from the TGT Task Group Teleconference on July 29, 2004.
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Don Berry

Rick Denker
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Proceedings:

Charles opened the call at 9.00 AM PST. He asked if everyone had been able to download the documents for the call (document #1157 and document #1009); most of the people had no issues accessing the server. A note was made that document #1157 actually says #1131r1 at the top of the page, Charles explained that this reflected its previous history; in Berlin, the change in the document suffix from WPP to T ran into some software snafus, and as a result documents had to be resubmitted with a new doc number. He also explained that there would be no more documents with a "WPP" suffix.

Roger Skidmore had acted as recording secretary for the Berlin meeting; Charles requested Roger to send him a draft of the minutes for review prior to upload.

Charles then gave a description of the Berlin meeting. He mentioned that there was a relatively low turnout, especially on Monday, and as a result he recessed the meeting until Tuesday. Two presentations were given: documents #1009 and #1025, and there was a lot of discussion on these two. Document #1131 was also presented. A brainstorming session was held in the evening around the proposals; there was quite a bit of discussion, sparked by language discussions. Paul asked for clarification; Charles responded that this was driven by slide 12, and there was some confusion about "sub-metrics". A lot of off-line discussions also took place at Berlin.

Charles then noted that he took the lead in creating a document (#1131) and had stepped down from the chair to present it. There was then voting on two motions that passed overwhelmingly (there were a couple of abstains). One motion was on the framework, and the other focused on the environment cases. Other presentations were also made: Roger Skidmore, and so on.

With that, Charles closed his description of the Berlin meeting. He turned to document #1157, and asked if he should step down from the chair and present it, or if we should simply discuss it. The group elected to discuss

Discussion of document #1157.

Charles noted that this document was put together in haste at Berlin, and was supposed to serve as a framework and starting point for TGT. He started with slide 4, on “needs”, and then went on to slide 5, “test environments”. He specifically noted that this wasn't intended to be choosing from a list of test equipment; if something didn't exist, he merely wanted to draw a box around it and capture it.

Moving to slide 6, Charles described the general setup. The idea was that we send traffic from a DUT and make measurements under various conditions. He felt that this was the closest thing to real life without actually being real life.

Comment from Matt: In our experience, the external 802.11 device should be enclosed as well, to protect it from interference. Answer: If I had to do it over again, I'd enclose it in a box.

Mike also noted that in the long term this would be a reference 802.11 device, with a reference radio and so on. There was discussion as to whether you should allow it to be a manufacturers golden device, or whether it should be an off-the-shelf device and one should create a matrix of devices.

Question from Mike: Someone still has to design the test equipment? Answer: yes.

Charles commented that he believed that there were still tests that could not be done with off-the-shelf equipment, because these just don't exist. One might have to create a table of performance across all vendors. This is not really to specify equipment, just to note that if you were going to perform a test, this is how you would do it.

In retrospect, the Ethernet portion of the diagram was not needed; the box on the left hand side could be divided into different traffic generators (like the Ixia or SmartBits model), or else a Chariot-like model could be used. However, the general idea of the traffic generator and analyzer was basically as in the diagram.

Comment from Paul: I do like these little diagrams, but I'm really looking forward to getting to slide 11. Charles laughed and said that the other diagrams were simpler, and we could run through those quickly.
Comment from participant: There's also the issue of antennas: each antenna is seeing the main antenna identically, and so it would be like a line-of-sight test. You are not testing any kind of antenna diversity here. Answer: That's right. If we desire tests like that, which test the PHY, we could use help in defining tests like that. For example, a conducted environment (slide #8) we could have a multipath simulator for this purpose.

Charles went on to the other slides. He noted that slide #7 shows no multipath, and slide #8 shows a conducted environment with a multipath simulator. Slide #9 shows the same but without a multipath simulator. Charles noted that they could use an AWGN as well to introduce noise (as well as the adjacent channel interference). He then moved on to slide #11, which were the metrics. He noted that the big ones were obviously forwarding rate, delay and jitter. For PHY layer metrics, the biggest one was MPDU loss rate.

Question from Mike: it seems that you need some customization or test API in the driver to be able to get that info. Answer: that's true. This is where the discussion starts; depending on the test, it may or may not be useful for any old DUT user to run that. However, we should be careful about limiting ourselves in this manner. We ought to allow the manufacturer to run such tests.

Mike: I fully agree, but this might be difficult.

Question from Charles: do we need to define a test API that covers this? This is a discussion item.

Question from Tom: what about TGk? Don't they cover these PHY-level metrics? Answer: no, they don't. You should download the draft and take a look; they only cover things like activity detection and so on.

Charles also noted that we should discuss what level of user we should address this to. He said that ultimately there are tests that we will specify that we just can't do at home, because they will require specialized equipment.

The topic of antenna patterns was called out separately as it is quite specialized. Then there was a whole slew of metrics such as AP performance metrics (association capacity, etc.).

Comment from Bob: Some devices can adjust antenna patterns as some function of load or direction, and this could become very complex. This could tie into the other metrics as well. Answer: We need help on that. I can think of possible ways to deal with that, but we need someone who has knowledge of adaptive antennas to work on that. Bob responded by discussing the concept of "antenna performance", where "antenna pattern" would be one of the things to look at. He noted that it just seems limiting to have "antenna pattern" by itself.

Charles then went to slide #12. There was a strong sense from people at Berlin that we wanted to avoid specifying specific applications for measuring performance. In fact, many of these things are out of our scope, and are affected by things that are not controlled by the 802.11 PHY layer. So for example, voice data and video are affected by the performance of Ethernet as well as by the wireless side. A case in point is VoIP; he noted that in the July Communications Magazine, there were several articles on VoIP performance measurements, and one article dealt with predicting the performance of VoIP in wired networks from various parameters. He noted that G.107 used a number of parameters to generate an R value (R factor), and uses link layer metrics to predict the R factor (R value). There was considerable discussion on the R factor; Tom said that it was an end-to-end metric and hence there was not much sense in measuring application performance using just WLAN measurements. More discussion took place on VoIP quality measurements.

Charles mentioned that FTP was a case of a situation where we might want to measure direct performance numbers for an application.

Question from Paul: I agree on a lot of the application cases. It is definitely essential to talk about the physical and datalink layer metrics; however what’s your thoughts on the other layers? Charles asked in return: Could you give a specific example? Answer: I don't want to go down that path as it might be a rathole. However, we should keep it as part of the usage model. Response from Charles: If I can put words in your mouth, we should consider the link layer metrics that apply to the application itself. For instance, a measurement of latency is essential to VoIP, and a description of how latency affects VoIP measurements would be good. Response from Paul: Exactly. The discussion should focus on the link and physical layer, but we need to keep applications in mind during the discussions.

Question from Mike: On the other hand, the purpose of measuring performance and trying to predict performance is not just to know what the performance is; the whole idea is going to be to figure out how to improve performance. For example if we know that we're losing half the packets I send out at any time, we can know that this will significantly affect the application, so do we need to spend a lot of time on this? Answer from Charles: I think what Paul was driving at was that we should have a general qualitative understanding of how the metrics affect the applications, but not necessarily have specific discussion of applications.

Charles then wrapped up the discussion for the teleconference by saying that there was a whole list of items of work that needed to be done, and asked whether the group felt that people should come in with a list of proposals for work, or if people already knew what should be done and come in with specific contributions. Fahd noted that we had a common framework going, and requested that we should use common terms and we should stick to that. Charles pointed out that slides 10 and 11 of #1009 contained a considerable amount of the framework information, and it would be very good if different people just focused on different boxes.

Charles asked if people would like to think about #1157 and come back next week to discuss. There was a general agreement. He then asked Mike if he would like to present his contribution before the discussion or after. Mike noted that he'd started from a completely different approach, starting from the bottom up, and had arrived at a similar conclusions independently, so it was probably just fine to present his first and then discuss both contributions at the same time. Charles then said that we would start the next teleconference with Mike's contribution and then discuss both together. Mike said that he would revise his contribution in light of today's discussion and upload a revision.

Fahd requested that Charles discuss timelines: there should be some timeline as to how when things get done and when to bring in contributions on certain things. Charles then requested Fahd to draft up a proposed timeline that we could then discuss. With that, he ended the teleconference.

Teleconference ended at 10.05 AM PST.
Action Items:

1. Roger to send Charles a draft of the Berlin meeting minutes for review prior to upload.
2. Fahd to draft up timeline and upload, plus send to Charles.

Next Conference Call:

Thursday, October 7, 2004, at 9.00 AM PST..
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