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Abstract

This document proposes a number of add-on techniques for meeting the performance requirements of 802.11n systems. We assume a baseline system using a layered (BLAST-like) MIMO-OFDM physical layer, and an 802.11e-based MAC. We then present a variety of techniques that greatly enhance the efficiency of that baseline system, without significantly increasing the complexity. For the PHY, those techniques encompass (1) statistical rate allocation for the different layers, (2) RF-preprocessing combined with antenna selection, and (3) quasi-block-diagonal low-density parity check (LDPC) codes. Those techniques, which can be used separately or jointly, reduce the SNR requirements on the PHY layer by several dB. Furthermore, we introduce several new MAC techniques for improving the efficiency of a 802.11e-type MAC: (1) adaptive distributed channel access (ADCA), a CSMA/CA scheme that takes advantage of adaptive batch transmission and opportunistic selection of high rate stations, (2) sequential coordinated channel access (SCCA), which combines the multipoll and CSMA-alike backoff to reduce the overhead associated with polling and achieve higher efficiency, and (3) efficient BlockACK, which streamlines the BlockACK frame. Those schemes can increase the efficiency by up to 100 % of the legacy IEEE 802.11 MAC. The MAC schemes can be combined with any PHY, and vice versa.
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Executive Summary

The goal of the 802.11n task group (TGn) is the development of a new standard that allows wireless communications with data rates in excess of 100MBit/s at the MAC SAP to SAP. This high data rate shall be achieved while using only 20MHz of bandwidth. This task requires the development of a physical layer with high spectral efficiency, as well as a high-efficiency MAC protocol.

Building on the success of 802.11a/g, we feel that the new PHY and MAC should be an evolution of the current standard, reusing as many aspects as possible. On the other hand, the ambitious task set in the PAR and the selection criteria document, requires innovative solutions. In this document, we provide a range of add-on techniques that provide considerable performance enhancements to well-established methods, while leading only to minimal increase in the complexity. Those techniques can work in combination with many of the anticipated “baseline” (full) proposals to 802.11n.

For the PHY layer, it is anticipated that any baseline proposal will be a layered (BLAST) MIMO-OFDM scheme, with 2(2 antennas as mandatory minimum configuration. For such a scheme, we present the following innovations:   

· Statistical data rate allocation, 

· Joint radio frequency (RF)-baseband processing for antenna selection, and 

· Quasi-block diagonal low-density parity-check (QBD-LDPC) codes.

These techniques can be used, individually or jointly, in conjunction with any layered MIMO-OFDM scheme.

For the MAC layer, our basis is the 802.11e standard, to which we add several key improvements

· Adaptive distributed channel access (ADCA) used in the contention period is a highly efficient CSMA/CA-based random access protocol that uses adaptive batch transmission and opportunistic selection to improve channel efficiency.

· Sequential coordinated channel access (SCCA) operates during the contention free period (CFP).  To significantly reduce the overhead and improve overall throughput, it combines multipoll with CSMA-alike channel access and eliminates the per-packet polling message.

· Efficient BlockACK fulfills the same functionality of the legacy BlockACK, but in a more flexible and bandwidth efficient manner.

These schemes lead to an increase in the MAC efficiency of several tens of percent, and a reduction of the required signal-to-noise ratio (for the PHY) of several dB, while adding only minimal complexity. All the techniques can be combined or used separately; furthermore, the MAC schemes can be used in conjunction with any PHY, and vice versa. They thus seem ideally suited for inclusion in the upcoming standard. 

Part I: Physical (PHY) Layer Proposal

1. Introduction

Wireless LANs, and specifically the IEEE 802.11 standard, are among the greatest wireless success stories of recent years. Building on that experience, taskgroup 802.11n will develop a standard that can provide data rates in excess of 100Mbit/s in a 20MHz band. It seems certain that multiple input multiple output (MIMO) systems will be the basis for these systems, as only these provide the spectral efficiency mandated by the standard. Furthermore, given that the 802.11a standard already employs Orthogonal Frequency Division Multiplexing (OFDM) to achieve higher data rates, the 802.11n physical layer is widely expected to be based on MIMO-OFDM technology.

MIMO systems have been studied now for almost 20 years, and a large number of papers have been published on the topic. On one hand, theoretical investigations into the ultimate performance limits (information-theoretic capacity) abound (for an overview, see, e.g., [32][33][34][35]. On the other hand, reduced-complexity schemes based on layered structures that are suitable for practical implementation have been suggested, and also demonstrated [36]. These schemes transmit information over space and time using one-dimensional codecs and leverage the knowledge and the near-capacity performance that these codecs now achieve. While layered structures do require lower complexity to implement and provide lower costs, they do not achieve the full capacity offered by MIMO systems. 

It is anticipated that a number of proposals for 802.11n will be based on those layered structures, e.g., VBLAST. The goal of our presentation is to present add-on techniques that improve the performance while adding little additional complexity. The techniques can be combined with essentially all currently known MIMO techniques, and are thus suitable for the inclusion in a final standard independent of which “baseline” is actually chosen. These techniques are:  

· statistical data rate allocation, 

· joint radio frequency (RF)-baseband processing for antenna selection, and 

· quasi-block diagonal low-density parity-check (QBD-LDPC) codes.

Each technique, or a combination of them, can be used as a supplement to the conventional layered systems.
The rest of the document is organized the following way. Section 1 provides a brief introduction to MIMO-OFDM, and the “generic” layered MIMO-OFDM system that we use as a baseline. We then give a summary of the essential principles of our proposed techniques. Sections 2-4 provide more details of our three techniques. Each section starts out with a “concise” description (a suggestion of text that could be included in a standards draft), followed by more extensive explanations of the background, derivation of key theoretical results, and simulation results that show the performance gains of our techniques. A summary wraps up the conclusions about the advantages of our techniques.

1.1  A Brief Introduction to MIMO-OFDM Systems

This section gives a general introduction to MIMO-OFDM systems. The knowledgeable reader can skip this section and go directly to Sec. 1.2, which describes the considered baseline system, and Sec. 1.3, which introduces our new techniques for the performance improvement.

1.1.1 Demand for High Throughput Wireless Systems

There has been increasing demand for the wireless link capability for both office and home applications. There exist two major IEEE standards for wireless LAN, IEEE 802.11a/g and 802.11b. IEEE 802.11b radios transmit at 2.4 GHz and send data up to 11 Mbps using direct sequence spread spectrum. In contrast, IEEE 802.11a(g) radios transmit at 5 (2.4) GHz and provide data rates up to 54 Mbit/s using Orthogonal Frequency Division Multiplexing (OFDM). Although 802.11a supports a much higher rate than 11b, it operates over a relatively shorter range. In addition, even the 54 Mbit/s physical layer throughput may not be able to meet the increasing demand of high-bandwidth applications, such as wireless digital TV, etc. As a result, in the IEEE 802.11n standard requires at least 100 Mbit/s MAC-MAC SAP in a 20 MHz channel. Backward compatibility with the legacy 802.11a devices is also desired. 

The requirement of the 100Mbit/s within a 20MHz band at the MAC actually poses two challenges: one is to provide a physical layer with very high spectral efficiency; the other one is the creation of a high-efficiency MAC, in order that the data rates delivered by the physical layer are actually preserved by the MAC. The latter goal can be solved by techniques that are presented in Part II of this contribution; the former goal is best approached by the use of MIMO systems.

1.1.2 MIMO Wireless Communication

Multiple input multiple output (MIMO) wireless systems that employ multiple antenna elements at the transmitter and receiver are a very promising solution to achieve the high data rates without any increase in the required bandwidth -- all the signals are transmitted at the same frequency and the spatial characteristics of the wireless channel are exploited to recover the signal at the receiver. 

The multiple antennas in MIMO systems can be exploited in two different ways. One is the creation of a highly effective antenna diversity system that provides robustness against the time-varying nature of the wireless channel. The other is the use of the multiple antennas for the transmission of several parallel data streams to increase the capacity of the system. These techniques can also be combined with each other – an approach that is especially useful in asymmetric MIMO systems that have an unequal number of antenna elements at the transmitter and the receiver. 

Antenna diversity at the receiver is well-known, and has been studied for more than 50 years. The different signal copies are linearly combined, i.e., weighted and added. If we have 
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 receive antenna elements, the diversity order, which describes the effectiveness of diversity in avoiding deep fades, is 
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. In other words, the diversity order is related to the slope of the SNR distribution at the combiner output. The multiple antennas also increase the average SNR seen at the combiner output. The study of transmit diversity is much more recent, starting in the 1990s. When the channel is known to the transmitter, we can again "match" the multiple transmitted signal copies to the channel, resulting in the same gains as for receiver diversity. If the channel is unknown at the transmitter, other strategies, like delay diversity or space-time-coding, have to be used. In that case we can achieve a high diversity order, but not also improve the average SNR. The logical next step is the combination of transmit and receive diversity. It has been demonstrated that with 
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 receive antennas, a diversity order of 
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 can be achieved [37]. 

An alternative way of exploiting the multiple antenna elements is the so-called "spatial multiplexing" or "BLAST" approach. Different data streams are transmitted (in parallel) from the different transmit antennas and are separated at the receiver. That these data streams can be separated is intuitively explained by the fact that the signal from each transmit antenna has a unique spatial signature by which the receiver can differentiate it from the signals of the other transmit antennas.  The multiple receive antenna elements are used for separating the different data streams at the receiver. We have 
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 combinations of the 
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 transmit signals. If the channel is well-behaved, so that the 
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 received signals represent linearly independent combinations, we can recover the transmit signals as long as 
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. The advantage of this method is that the data rate can be increased by a factor min(
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) without requiring any additional spectral resources, whatsoever. This makes this approach ideally suited for the requirements of 802.11n. 

The mathematical model for the transmission can be described as follows: At the transmitter, the data stream enters an encoder, whose outputs are forwarded to the 
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 transmit antennas. The signals are subsequently upconverted to passband, amplified by a power amplifier, and filtered to meet spectral mask requirements. The received signal is the superposition of all transmitted signals distorted by the channel.  For the mathematical description, we omit these stages, as well as their equivalents at the receiver, which allows us to treat the whole problem in equivalent baseband. From the antennas, the signal is sent through the mobile radio channel. We denote the 
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 matrix of the channel as 
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whose entries 
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 are the attenuations (transfer functions) from the 
[image: image16.wmf]j

-th transmit to the 
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-th receive antenna. The channel also adds white Gaussian noise, which is assumed to be independent among the 
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The received signal vector is
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where y is a 
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 received signal vector, x is an 
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 transmitted signal vector, G is an 
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 equivalent channel response matrix, and n is the 
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 zero-mean white Gaussian channel noise vector with variance 
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 per dimension.

The information-theoretic capacity of the system is given as 
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where 
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 identity matrix, 
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 is the mean signal-to-noise ratio (SNR) per receiver branch, and 
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 is the correlation matrix of the transmit data (for uncorrelated data, it is a diagonal matrix with entries that describe the power distribution among the antennas). The distribution of the power among the different eigenmodes (or antennas) depends on the availability and extent of channel-state information (CSI) at the transmitter. 

The above description was valid for flat-fading channels. Propagation channels in 802.11n are frequency selective (delay dispersive), as the system bandwidth is considerably larger than the typical coherence bandwidth of the channel [38]. For this reason OFDM is used (as in 802.11a), which divides the available bandwidth into a number of subchannels, each of which is flat-fading. MIMO transmission can then be used on each of the subchannels separately. Therefore, an understanding of MIMO in flat-fading channels also provides an understanding of most of the principles of MIMO-OFDM. 

One important difference is that the frequency-selective channels provide an inherent frequency diversity. This diversity is exploited if the transmitted data are coded not on a tone-by-tone basis, but rather jointly encoded [39], [40] over all the tones or at least a subset of them. Such a joint encoding allows a full exploitation of the capacity, which is given (capacity per unit frequency) as
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where 
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 is the bandwidth of the considered system. This equation implies that frequency selectivity offers additional diversity that increases the slope of the capacity cumulative distribution function (cdf). 

1.1.3 Layered Structures

The promise of high data rates has spurred efforts by numerous researchers to design a practical system that approaches the capacity of MIMO systems with reasonable complexity. The main challenge in MIMO systems is the exponential increase in the decoding complexity of the optimal space-time architecture with the number of transmit antennas. 

Layered structures have been shown to be a good trade-off between performance and complexity [41]. These provide a way of generating signals in multi-antenna systems such that the receiver is able to significantly reduce the space-time interference. Furthermore, only one-dimensional codecs, for which capacity approaching codes are now available, are used as building blocks and help avoid the exponential growth in complexity with the number of spatial dimensions.

In layered systems, such as vertical Bell Labs layered space-time structure (V-BLAST), first proposed by Foschini [3-5], the input data stream is demultiplexed, independently coded using 1-dimensional coding, and simultaneously sent via different transmit antennas. In this document, the terms substream and layer are used interchangeably. To detect each substream, linear processing according to zero-forcing (ZF) or minimum mean square-error (MMSE) criteria is used to null the undetected substreams in the received signal. The contribution of detected substreams is subtracted by decision-directed successive interference cancellation (SIC). With the simplicity of linear processing and the nonlinear SIC process, the complexity of decoding signals in a MIMO system is dramatically reduced, becoming approximately linear with the number of spatial data streams. 

Let us now give a mathematical decription: the encoding in a layered system is straightforward, since each transmitter sends its (demultiplexed) data substream independently. For the decoding, without loss of generality assume the ith element of x,denoted as 
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 , is the signal from the ith layer, corresponding to the ith column of G, denoted as
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For the decoding of the i-th layer, we first perform Linear Nulling:
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where the 
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 unit-norm weight vector 
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 nulls signals from all other undecoded layers and is computed according to zero-forcing or MMSE criterion.

Subsequently, we perform Interference Cancellation:
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where 
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's are the reconstructed signals of already decoded layers.

1.2  Baseline System: System Overview

In this section, we describe a “baseline” MIMO-OFDM system that uses the MIMO techniques that are currently available and are very popular. It is based on 2 transmit and 2 receive antennas, with a very simple layered structure (independent data streams from the 2 transmit antennas), and successive interference cancellation at the receiver. The description below can be easily generalized to other systems with different numbers of transmit and receive antennas.

Figure 1 gives the system diagram gives the block diagram for this system. The incoming data stream is first demultiplexed into two parallel streams, each of which is encoded separately, interleaved, and modulated into a QAM constellation (the size of the constellation will be discussed below). The resulting symbols are then OFDM-modulated. This last step entails a serial-parallel conversion, insertion of guard and pilot tones, IFFT (inverse fast Fourier transformation), and prepending of a cyclic prefix. Note that in an actual transmitter, the resulting signal is upconverted, amplified, and bandpass filtered; these steps are omitted in our equivalent baseband model.

In the receiver, the signals from the antenna elements are first bandpass-filtered, amplified, downconverted, lowpass-filtered, and A/D converted. Again, all the above steps are not included in the block diagram of the equivalent baseband model. Then, an FFT is performed on the resulting data stream, and the cyclic prefix of OFDM is stripped off. Subsequently, a layered detection is performed on the signal streams. As discussed in Sec. 1.1.3, linear processing is used to eliminate (or mitigate) the interference from stream 1 to stream 2; serial interference cancellation is then used to eliminate the interference from stream 1 to stream 2. Note that we use the decoded (and re-encoded) data for the interference cancellation, in order to minimize error propagation. The “cleaned-up” data streams are then de-interleaved and multiplexed to give the original data stream. The system is open-loop, which means no instantaneous channel state information (CSI) is needed at the transmitter and no explicit feedback mechanism is required for this purpose.
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Figure 1. A 2x2 baseline MIMO-OFDM system.

For our baseline system, we assume that a number of modulation alphabets and code rates are available. The same modulation alphabets and code rates will also be used in the later sections on our schemes for evaluating performance improvements. Standard convolutional coding is used with an additional puncture rate to support a code rate of 7/8. The mandatory use of convolutional codes also guarantees simple backward compatibility with legacy devices. 

Table 1. Supported data rates for each layer in a layered MIMO system.

	Modulation
	Code Rate
	Data Rate (bits/subcarrier)
	Layer Rate (Mbps)

	BPSK
	½
	½
	6

	BPSK
	2/3
	2/3
	8

	BPSK
	¾
	¾
	9

	QPSK
	½
	1
	12

	QPSK
	2/3
	4/3
	16

	QPSK
	¾
	3/2
	18

	16QAM
	½
	2
	24

	16QAM
	2/3
	8/3
	32

	16QAM
	¾
	3
	36

	64QAM
	2/3
	4
	48

	64QAM
	¾
	9/2
	54

	64QAM
	7/8
	21/4
	63


For the baseline system, we assume that the rates are chosen dependent on the current SNR and other channel quality measures, but that the modulation alphabet and the code rate are identical for all tones as well as for all transmission antennas (i.e., there is no adaptive modulation).

1.3  Proposed schemes for performance improvement

The baseline scheme described above can provide quite good results, but has some bottlenecks that prevent it from fully exploiting the capabilities of MIMO-OFDM. Based on the basic layered structure, we propose three technologies that can further enhance system performance. It should be noted that each of these technologies, while delivering significant performance improvement over the basic layered system, requires only a small modification, or even no modification, of the conventional layered structure. 

1.3.1 Statistical rate allocation
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Figure 2. Transmitter structure of a 2x2 layered system with statistical rate allocation

One of the problems of a layered scheme is that the layer that is to be detected first is more error-prone due to the loss of signal energy by nulling. Optimal detection ordering, in which the layers are decoded in the decreasing order of their signal to noise rations, alleviates this problem to some extent. However, even with optimal detection ordering, the scheme of Sec. 1.2 can achieve only a portion of the system capacity. It is preferable to choose the data rate for each layer dependent on the channel state. However, instantaneous channel knowledge is difficult to come by – it needs to be made available to the transmitter before the channel decorrelates. 

Therefore, we suggest selecting the data rates of the different layers based on the expected detection order of that layer and the channel statistics, which change at a much slower rate and are easier to obtain than instantaneous channel knowledge. As we can see from Fig. 2, the changes in the transmitter architecture are rather small; all it needs to do is allow for different rates for the two data streams. 

The receiver structure can be the same as the conventional one. The key step here is the identification of the channel statistic, which is easy as the receiver estimates the channel   anyway), and the computation of the optimum rates, which can be done in closed form. As explained further in Sec. 2, it hardly increases the complexity of the system while resulting in a gain of several dB. 

1.3.2 Joint RF-baseband preprocessing

A major issue with MIMO is the increased complexity, and thus cost, due to the large number of RF chains and A/D converters that it requires. A promising solution is the hybrid-selection scheme, where the "best" 
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 out of 
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 antenna signals are chosen (at either one or both link ends), downconverted, and processed. This reduces the number of required RF chains from 
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 to 
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 and thus leads to significant savings. From our discussion in Sec. 1.1, we can deduce that hybrid selection at the transmitter with 
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 will give good performance, as it does not reduce the number of possible data streams [42]. However, there is a considerable loss in “beamforming gain” of the system, as the maximum SNR gain is limited by the number of RF chains, not the number of antenna elements.

Our suggestion is to perform a preprocessing of the signals in the RF domain, in order to recover this beamforming gain. As can be seen from Fig. 3, this preprocessing is just an RF module that can be put on the transmitter side between the frequency upconverter (which follows the OFDM modulator), and the antenna elements (note that there are more antenna elements than frequency upconverters). No further changes are required in either the transmitter or the receiver structure, though the channel estimation sequence might require small modifications.

The details of the preprocessing block are described in Sec. 4. Essentially, we use an array of RF phase shifters to better match the transmit signals at the (many) antenna elements to the channel. Thus, while the number of data streams stays constant, the SNR is considerably improved. The choice of the phase shifts can be based either on the channel statistics, or on the instantaneous channel state information. Even hardwiring the preprocessor to be a FFT Butler matrix has been shown to lead to significant performance gains [43]. 
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Figure 3a. Transmitter structure of a layered system with joint RF-baseband processing.
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Figure 3b. Receiver structure of a layered system with joint RF-baseband processing.

1.3.3 Quasi-block-diagonal LDPC coding

Unless ideal rate allocation is used, layered structures do not provide optimum capacity. This is intimately related to the fact that the encoding of the data is done separately for each of the streams. On the other hand, this separate encoding is preferable as it considerably simplifies the complexity of the decoder.
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Figure 4. System diagram for a layered system with QBD-LDPC.

We now propose a scheme that performs a joint encoding of the different data streams, while adding only minimal complexity to the decoding process. This scheme is based on the properties of LDPC (low-density parity check) codes. Judiciously chosen parity check bits introduce correlation between consecutive layers, so that the layers can be decoded successfully with the help of information from later layers. We shall demonstrate in Sec. 4 that this structure does perform better than layered space-time structures, especially with higher-order modulation alphabets and over frequency-selective channels. 

Figure 4 shows a block diagram of the transmitter for this scheme. As the bits from one substream influence the encoding of the other substream, there are differences between it and the baseline structure described earlier. The receiver remains essentially unchanged, and can be implemented using belief-propagation [45]. However, some message passing between the two data streams is required. 

2 Statistical Rate Allocation

In this section, we describe in more detail the statistical rate allocation for our system. We start out with a concise description of the system that we propose for inclusion in the standard. We then provide more background information. 

2.1  Proposed Rate Allocation for Layered Systems

The data rate of each layer is set differently depending on the detection order of that layer and the channel statistics, according to the block diagram of Fig. 5. Below is the proposed algorithm for statistical data rate allocation.
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Figure 5. Transmitter structure of a 2x2 layered system with statistical rate allocation.

Statistical Data Rate Allocation

1. From past observations, compute the mean 
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 and variance 
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 of different layer capacities, which are given by
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where G(l) is a submatrix of G of the form
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2. Given a total nominal data rate CT, determine the optimum data rate for layer l as  
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3. Choose from the supported data rates the maximum rate 
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4. If there is no such 
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 to be the lowest supported data rate.
Note that in the system described, we may use different modulations for different layers depending on the chosen data rates. Instead of a rate criterion, the total data rate may instead be chosen according to other desired criteria, for example, one based on outage probability.

Note that the above specification is written in a general way. The details of the implementation (e.g., from which data fields the channel submatrices G(l) are obtained), depends on the final version of the standard. In order to show the flexibility and general applicability of the approach, we use the above, general, description method.

2.2  Background and motivation

In a “standard” layered system, as used for our baseline, the input data is evenly divided into several substreams, so that all layers have the same data rate. As a result, the layers to be first detected are more error-prone due to the loss of signal energy by nulling. From the information theory point of view, it can be explained by the fact that the channel capacity for the layer after processing does not support the given data rate with a high probability. Some attempts have been made in the literature to circumvent this problem, e.g., by ordering the detection of the layers according to their SNRs. While this leads to some performance improvements, it remains a fact that layered systems with equal data rates can only achieve a portion of the system capacity. That motivates us to adjust the data rate for each layer so that the channel quality after layer processing can successfully support the transmission of the given data rate with high probability.

An interesting fact has been discovered in Refs. [6, 7]: if we properly select the data rate for each layer, the sum of capacities of all layers (with perfect SIC) is exactly equal to the instantaneous open-loop capacity. To achieve the open-loop capacity, instantaneous data-rate feedback is needed; in other words, the data rates depend on the small-scale fading. However, for an 802.11n system, the channel is highly frequency selective, so that the small-scale fading, taken over the whole system bandwidth, averages out approximately; in other words, the wideband pathloss shows only small variations due to small-scale fading. Consequently, we can approach the open-loop channel capacity by statistically determining the data rate for each layer with a small backoff penalty.

Our approach is to minimize the overall outage probability given the total data rate with the statistical information of the channel. 

2.3  Derivation of the algorithm

It has been shown in [6-8] that, in order to achieve the open loop capacity, the instantaneous data rate for layer l should be chosen as
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and 
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is the lth column of G.. Furthermore, it has been observed by various researchers that the distribution of the capacity of a MIMO channel can be accurately approximated by a Gaussian distribution at medium and high SNR's [9, 10]. Thus the instantaneous capacity of each layer,Cl, is also Gaussian distributed, 
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 are the mean and variance of the capacity of layer l, respectively. Note that this approximation is also valid for the frequency-selective case; we only have to sum up all the data rates of the subcarriers for each layer and compute the corresponding first and second moments. The variance of the data rates is reduced compared to the flat-fading case.

Instead of dynamically changing the data rate for each layer, we fix the data rate of layer l to 
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. To minimize 
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, the outage probability of a layered system, we maximize the probability that no layers have data rates greater than their respective layer capacities, i.e., we minimize
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subject to the constraint that the total data rate is fixed,
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eWe now derive the optimum data rate for each layer. Let xl denote the difference between the expected rate and the actual rate: 
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By setting up the equivalent Lagrangean, we try to find stationary points of the following expression 
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We can easily verify that the stationary points satisfy
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For small xl, the denominator is approximately equal to 1, since 
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Therefore, we have
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and the optimum data rate for layer l is
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The outage probability for layer l, Pl,  is then given by
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and is the same for all layers. Thus, the minimum overall outage probability is achieved when each layer has the same layer outage probability. Define the normalized capacity margin as
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The optimum overall outage probability is then
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which states the interesting fact that the minimum overall outage probability of a layered system is uniquely determined by the normalized capacity margin.

From the results above, the statistical method given in Section 2.1 can be used for determining the data rate allocation in follwing two different ways: 

· given a certain total data rate, the data rates for each layer can be determined so that the total outage probability (and thus necessity for retransmission) is minimized.

· Given a desired outage probability, the optimum data rates on each layer can be determined so that the total data rate is maximized.

There are a few practical issues to be addressed.

1. In practical communication systems, we only have a limited number of combinations of modulation and coding rate so that the supported data rates 
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 are discrete, N is the number of supported data rates. We solve this problem by chosing the data rate that is closest (but smaller than) to the optimum data rates u. If no data rate lies below the optimum, we chose the smallest supported data rate.

2. The Gaussian distribution has a negative tail, making the analysis inapplicable for the low SNR case since the 
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 's may be negative. This is not an issue in our case, since the required SNRs are fairly high (around 20dB) for high-data-rate transmission. 

The approach proposed above can also be applied to the cases where the association of transmit antennas with layers is not fixed. 

2.4  Simulation Results

To demonstrate the performance of rate allocation, a 2x2 layered system with statistical rate allocation is simulated. The 802.11 TGn channel model ‘B’ is used [38]. The OFDM symbol structure conforms to the 802.11a PHY standard in the 5 GHz band. Perfect channel estimation and synchronization is assumed. 1000 bytes of data is transmitted in each packet.

The proposed system is compared with a 2x2 conventional layered system with equal rate allocation. In the conventional system, the 2 substreams, each consisting of data streams with 64QAM modulation and rate 3/4 convolutional coding are sent simultaneously, resulting in a total data rate of 108 Mbps. To make the comparison reasonable, the nominal total information rate, as input to the rate allocation algorithm, is set such that the resultant total information rate after rate allocation is as close to t the conventional system as possible. The rate allocation is optimized for the lowest SNR such that the overall outage probability is below 1%. The optimized rates are as follows:

Table 2 Optimized data rates for different layers.

	Detection order
	Modulation
	Code rate
	Data rate (bits/subcarrier)
	Layer data rate (Mbps)

	Layer 1
	16QAM
	¾
	3
	36

	Layer 2
	64QAM
	7/8
	21/4
	63
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Figure 6 WER of a 2 x 2 layered system with statistical data rate allocation, 1000B packet
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Figure 7 Effective throughput vs. SNR for a 2 x 2 layered system with statistical data rate allocation, 1000B packet.
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Figure 8 Effective throughput vs. range for a layered system with statistical data rate allocation, 1000B packet.

Therefore, the total data rate for 1% outage is 99 Mbps, as compared to the ideal 108 target.  In Figure 6, the WER’s of the proposed system and the conventional layered system are shown. For a WER of 10%, the proposed system provides an SNR gain of over 5dB.

Figure 7 and 8 draw the effective throughput curve with respect to SNR and range, respectively. The range is calculated with 17dBm total transmit power. The proposed algorithm provides about 5 m range improvement for the same effective throughput.

3 Joint RF-Baseband Processing with Antenna Selection for Lower Complexity MIMO Systems

Again, this section starts with a concise description of the proposed solution. Background and explanation are given in the subsequent sections.
3.1 Proposed Solution

The transmitter and receiver structures for a 4 transmit antenna system with joint RF-baseband processing at the transmitter followed by selection is illustrated in Figure 9a and Figure 9b, respectively. Despite fewer RF chains being used, data rates close to that of a 4x2 system are achievable. When it is used at the receiver side, the receiver structure is similarly defined.

Receiver side:

The received signal y, which contains the signals from the Nr antenna elements, is passed through a RF pre-processing matrix M. The output of the matrix is then passed through a Lr out of Nr switch that selects Lr streams. The resulting Lr data streams are processed by the receiver in a conventional way, i.e., the same way as data streams in systems without antenna selection.
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Figure 9a. The transmitter structure of a layered system with joint RF-baseband processing.
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Figure 9b. The receiver structure of a layered system with joint RF-baseband processing.

Transmitter side:

A sequence of steps is in the reverse order to the one given above. The Lt data streams are sent through a D/A converter and upconverted, as in a “conventional” system (without antenna selection. A routing switch then connects these Lt signals to the appropriate Lt  inputs of an NtxNt  preprocessing matrix M (The rest of the inputs to M are 0). The outputs of processing matrix are transmitted by the Nt transmit antennas. 

As a special case, the switch can be “frozen” in one position (i.e., be time-invariant); this is equivalent to having a LtxNt preprocessing matrix. 


The proposed choice of the values for the elements of the preprocessing matrix on the receiver side is given below. Similar steps hold for the proposed transmitter side processing also.

For a system with spatial multiplexing, Lr out of the 
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 outputs of the pre-processor are selected for down-conversion at the receiver. The modified received vector, 
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1. When the matrix M is required to be time-invariant, it is to be chosen as an FFT (Butler) matrix. The position of the switch can adapt to the instantaneous or average channel state, in such a way that the information-theoretic capacity (or a suitable approximation thereof) of the processed data streams is maximized [18]. The choice of the algorithm for the adaptation of the switch position can be left to the implementer.

2. When the RF pre-processing matrix is based on channel statistics, the optimal channel-statistics-only-dependent pre-processing matrix is given by 
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 is the singular vector of the receive correlation matrix, R, corresponding to its lth largest singular value. If the switch can adapt to the instantaneous channel state, and the switch position is again chosen in such a way that the capacity is maximized. If the switch is in a time-invariant position, then it should be chosen to select the L first columns from the matrix M. 

3. When the RF elements are tuned to the instantaneous channel state, the optimal pre-processing matrix is of the form M = BR:
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where vi is the singular vector associated with the ith largest singular value of the channel matrix. B is any full rank LxL matrix. Unlike the previous two cases, the Lr/Nr switch is no longer necessary as M itself adjusts to the instantaneous channel state.

3.1.1 Phase-only Solution Amenable to Variable Phase-Shifters Implementation

A simple algorithm exists to determine a phase-only approximation, 
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where aij is a switch that can take only two values 0 or 1. 

The aij are determined as follows:

1. Sort the Nr elements of the ith column vector 
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3.2  Background and motivation

While multiple antennas can substantially improve the bit rates for spatial diversity as well as spatial multiplexing [3] system,  an important factor limiting their wide spread adoption is the increased system and hardware complexity that they entail.  The signal received (transmitted) at each antenna element requires a separate Low Noise Amplifier (Power Amplifier), demodulator (modulator), and an A/D converter (D/A converter), which are expensive.  Furthermore, the sophisticated signal processing required for realizing the high rates achievable by MIMO techniques can be prohibitive for systems with large number of antenna elements.  

While additional antenna elements (patch or dipole antennas) are usually inexpensive, and the additional digital signal processing becomes ever cheaper, the RF elements are expensive and a critical cost factor (Note that those elements are not included in the block diagram Fig. 1, as they do not influence the baseband model.). MIMO systems with 
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 transmit and 
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 complete RF chains at the transmitter and the receiver, respectively, including amplifiers, converters, and modulators. 

These issues motivate the recent popularity of antenna selection schemes that “optimally” choose a subset from all the antenna elements for processing, and therefore maximally benefit from the multiple antenna diversities [12]. For diversity transmission, the hybrid selection and MRC (Maximum Ratio Combining) approach, known as HS-MRC, optimizes the combiner output SNR. Such approaches have been studied for several years and are well established today. Recent studies have also started looking at antenna selection for spatial multiplexing systems. For example, the algorithm and performance analysis of antenna selection combined with space-time coding was recently addressed in [11]. To avoid repetition, we shall focus on the receiver in the following discussion. Analogous arguments hold for the transmitter, as well.

Despite their great advantages in terms of cost reduction, antenna selection schemes suffer from performance loss. While the diversity order (defined as the slope of the cdf of the SNR at small values), is determined by the number of antenna elements, the average SNR gain is determined by the number of RF chains. Due to the directional nature of the multipath propagation, the signals at the antenna array are correlated, so that the average SNR gain has a large impact on the system performance. In most practical MIMO channels, depending on the angular spectrum of the multipath components, the performance of conventional selection systems can reduce to that of a Lr-antenna system, losing all advantages of having additional antenna elements. Even in uncorrelated channels, the performance degradation (due to smaller average SNR) can be significant when only a small portion of the antenna elements is selected. A detailed description and evaluation of antenna selection algorithms is given in [15, 16]. The main drawback of such traditional approaches is that the major load of signal processing is done after the switch, while the operation in the RF domain is a pure L out of Nr switch. 

RF pre-processing at the receiver addresses this problem by introducing a linear pre-processing matrix, M, in the RF domain. This is followed by down-conversion and selection, if necessary, and finally combining in the baseband. We will show below that the RF pre-processing matrix, as we show, requires only variable phase shifters and adders to implement. With the rapid improvements in microwave IC technology, the design and fabrication of these variable phase shifters is now inexpensive [21, 22].

The RF pre-processing can be tailored to the channel state information (CSI) assumptions and the RF hardware capabilities: 

1. The simplest solution is to use a FFT Butler matrix as the preprocessing matrix. This gives excellent results when the angle of arrival matches the direction of the beams. For other angles of arrival, while the gains are promising, they are not optimal. 

2. The pre-processing matrix can be designed based on the small-scale fading averaged channel statistics. These depend on large-scale parameters such as the mean angle of arrival, angular spread, etc. Compared to short term fading, which decorrelates between distances that are of the order of wavelengths, the large-scale parameters only decorrelate over distances that are of the order of tens of meters. Furthermore, large-scale parameters are approximately independent of frequency, which facilitates implementation in frequency-selective channels.

3. If the RF elements can be tuned faster, the pre-processing matrix can also be designed based on the instantaneous channel state. 

3.3  Derivation of the Algorithm

We now present the optimal time-invariant solutions for both spatial diversity system and spatial multiplexing system. For a linear diversity system, the optimal matrix that maximizes the average output SNR at the receiver can be expressed in terms of the eigenspace of the covariance matrix of the scaled largest left singular vector of the channel matrix. For a correlated channel, we show that RF pre-processing even with one demodulator (demod) chain leads to the same performance as a full complexity (FC) receiver that uses Nt  demod chains. For the spatial multiplexing system, the optimal matrix that maximizes the Ergodic capacity is the conjugate transpose of the eigenvectors of channel correlation matrix corresponding to its largest eigenvalues. The derivations and proofs can be found in [46].

3.3.1 Channel Model

The widely used Kronecker correlation channel model is adopted for deriving the optimal pre-processing matrix. The channel matrix G is given by
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 are independent and identically distributed (i. i. d.) complex Gaussian entries with unit variance and 
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 are the receiver and transmitter correlation matrices, respectively.

3.3.2 FFT-Based Pre-processing

The output of the FFT can be regarded as ”beams” oriented into different directions in space. Each beam implicitly has a beamforming gain proportional to the dimension of the FFT, which is Nr. In a strongly correlated channel, the scheme just picks the strongest beam, and is thus as good as MRC. When the PAS is uniform, the FFT has no effect on the performance: selecting the best L beams and combining them with maximum ratio combining gives the same performance as selecting the best  Lr antenna signals.

3.3.3 Time-Invariant Pre-processing for spatial multiplexing

For a system with spatial multiplexing, L out of the 
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 outputs of the pre-processor are selected for down-conversion. The modified received vector, 
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This is then passed through a selection switch SL of size LrxNr. (SL is a principal submatrix of a permutation matrix, and its elements are either 1 or 0. Furthermore, each row and column of SL consists of at most one non-zero element.) For such a system, the ergodic capacity is 
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We now state the optimal pre-processing matrix, 
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 time-invariant pre-processing matrix, 
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, that maximizes a lower bound on the ergodic capacity of the system, is of the form [46]
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where vi is the singular vector of the ith largest singular value of the receive covariance matrix Rr.

3.3.4 Instantaneous Channel State-based RF pre-processing

For a MIMO system according to Fig. 6(a), the RF pre-processing is designed to maximize the mutual information between the two ends of the system as follows:
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The optimum choice is [20] 
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where u1, …, uL are the eigenvectors of G, and B is any LxL full rank matrix. The optimum capacity achieved then is
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The optimal matrix R projects the observations into the eigenspaces of G+G associated with the L largest singular values. If the desired number of demodulators is less than the rank of G, we always have a loss in capacity compared to a full complexity receiver with Nr demodulator chains. However, when L = kH, the rank of the channel, RF pre-processing can always achieve the capacity of a full complexity receiver. 

3.3.5 Phase-shift Only Approximations for RF Pre-processing

The matrices derived above for channel statistics-based and instantaneous channel state-based solutions, consist of complex elements with arbitrary amplitudes. While amplitude adjustments in the RF domain are possible, power efficient designs are expensive. In contrast, design and fabrication of variable phase-shifters are considerably cheaper and feasible. Therefore, a phase-only approximation to these is more desirable. We propose the following simple algorithm for determining a phase-only version. The results show that the performance loss is completely negligible.

Under the constraint of phase-only pre-processing, we propose using phase matrix 
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, the ith column of M, in angle. Thus, the received signals, to the extent possible, still add coherently. Each element 
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 tracks the phase of 
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, the (i,j)th element of M, with an additional option that it can be switched off. Therefore,
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where the switch 
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 is 0 or 1. The algorithm to compute the phase approximation of the pre-processing matrix has been specified in Section 3.1.2.

3.3.6 Beam Patterns of FFT and channel statistics based solution

The beam patters of the FFT Butler matrix, and the channel statistics based solution for two different channels are plotted (as a function of the AoA) in Fig. 10, Fig. 11 and Fig. 12. The number of antenna elements is 4 and the antenna element spacing is ½ wavelength. The mean angle of arrival is 45 degrees inn Fig. 11 and 60 degrees in Fig. 12. 

It can be seen that the beam pattern of the statistics based solution adapts to the mean AoA and to the angle spread (not shown in the figure) at the receiver. In results not shown here, we also found that it adapts to the presence of multiple clusters in the radio environment and even to the power distribution among the clusters.

[image: image135.wmf]
Figure 10: Beampattern of channel statistics-based RF pre-processing matrix for 45 degree angle of arrival (4 transmit antennas, 15 degree angular spread)

[image: image136.wmf]
Figure 11: Beampattern of channel statistics-based RF preprocessing matrix for 60 degree mean angle of arrive (15 degree angular spread, 4 transmit and receive antennas)

[image: image137.wmf]
Figure 12: Fixed beampattern of Butler FFT RF pre-processing matrix

3.4  Simulation Results

We now simulate the performance of a 4x2 layered system with joint RF-baseband processing. The TGn channel models ‘B’ and ‘D’ are simulated. The structure of an OFDM symbol conforms to the 802.11a PHY standard in the 5GHz band. Perfect channel estimation and synchronization are assumed. The channel is assumed to be constant during the transmission of each packet. Two out of the four antennas at the transmitter are selected for transmitting two separate substreams, each with 64QAM modulation and rate 3/4 convolutional coding. The net information rate is therefore 108 Mbps. A 1000B packet is sent during each transmission. 
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Figure 13. WER of a 2(4)x2 layered system with joint RF-baseband processing and antenna selection, 1000B packet.

Figure 13 gives the WER performance of the proposed system. The WER performance of a conventional 2x2 layer system is also provided for comparison. It is seen that for a WER of 10%, the proposed system gives a SNR gain of 4.4 dB and 4.0 dB, respectively, for channel models ‘B’ and ‘D’.
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Figure 14 Effective throughput vs. SNR for a 2(4) x 2 layered system with joint RF-baseband processing and antenna selection, 1000B packet.
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Figure 15 Effective throughput vs. range for a a 2(4) x 2 layered system with joint RF-baseband processing and antenna selection, 1000B packet.

Figures 14 and 15 give the successful throughput as a function of SNR and range, respectively. The total transmit power is restricted to 17dBm. It is obvious that the joint RF-baseband significantly enhances the effective throughput at a given SNR. Equivalently, it increases the range of the system for the same effective throughput.
3.5  Robustness to RF hardware non-idealities and selection non-idealities
Preliminary investigations indicate that the performance loss is negligible even with 2-bit phase quantization (angles vary only in steps of 90 degrees), and a large calibration error of up to 10 degrees [48]. The proposed architecture is also robust to imperfect channel estimation, which can cause errors in the values chosen for the RF elements.

4 Quasi-Block Diagonal LDPC 

4.1  Proposed QBD-LDPC for Layered Systems

The system structure of a layered system with QBD-LDPC is shown in Figure 16. The key point is that now the encoding of different substreams is correlated, instead of being independent as in conventional layered systems. However, this joint encoding of the input stream is done in a block diagonal fashion to facilitate low complexity decoding algorithms at the receiver. At the receiver side, the basic layer processing is kept the same, but two layers are simultaneously processed to decode the current layer.
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Figure 16. System diagram for a layered system with QBD-LDPC.

In our proposal, the different layers are jointly encoded; the parity check matrix for a 2x2 antenna system is sketched in Figure 17. The detection order is from layer 1 to layer Nt.
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Figure 17. Parity-check matrix structure for QBD-LDPC space-time codes.

The encoding is carried out sequentially.

1. For layer 1, encode the input data substream such that 
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Iterative decoding is used for detecting each layer. To detect layer i:
1. Use layer processing, separate the desired signal from the observed signal for bother layer i and i+1. 

2. Compute the aposteriori information from the output of the layer processing. 

3. Use the sum-product algorithm to decode both layer i and i+1. 

4. Terminate the iteration when those parity checks involving only detected layers and the current layer are satisfied. 

5. The portion belonging to layer i is the output of the decoder for layer i. 

6. Else, go to 2. 

The structure of the decoder is shown in Figure 18. Note that one characteristic of LDPC is that the iteration can be terminated as soon as all parity checks are satisfied. In our case, we terminate the iteration when those parity checks involving only detected layers and the current layer are satisfied. Take layer 1, for example. We stop the belief propagation when
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are only used for exchange of information between undetected layers to improve the detection performance.
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Figure 18. Decoder for QBD-LDPC space-time codes.

After the current layer has been successfully decoded, the LLR's of the bits in the layer is set to 
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 depending on their values to avoid ambiguity that may cause performance loss in the detection of later layers.

4.2  Background and Motivation

An important factor determining the MIMO system performance is the error correction code used to encode the data. Near-capacity achieving codes are now available for single input single output (SISO) systems. LDPC codes, originally developed by Gallager [23] and revived in recent years are a type of capacity-approaching codes. They have also been studied for MIMO fading channels in [49] [50]. Furthermore, LDPC codes are especially well suited for implementation in integrated circuits due to their inherent parallelizeability. 

Iterative decoding is used at the receiver to retrieve the transmitted data. The Tanner graph representation of the code, in which each bit is a variable node and is interconnected to other nodes by edges depending on the parity check matrix, is one example. The challenge with iterative decoding in MIMO systems is the extraction of a posteriori probabilities of bits from the observed signal vector, which is the superposition of all transmitted signals. The derivation of the a posteriori probabilities requires an exhaustive search of all possible signal combinations. The decoding complexity increases exponentially with the number of transmit antennas and is far too complex to be implemented in real time. While List (Sphere) decoding can dramatically reduce this complexity, a large list size is still required to achieve good performance for systems with high-order modulation.

As discussed in Section 1.1.3, layered structures, such as BLAST, use 1-dimensional codes to avoid this complexity. The decoding can then simply be carried out by linear nulling and decision-feedback interference-cancellation. However, this comes at the price of error propagation.  The layers to be first detected, which usually have low signal-to-noise ratio (SNR) due to loss of signal power by linear nulling, are more likely to be incorrectly decoded. While, optimally determining the detection order makes a big difference for flat fading channels, its advantages are diminished in frequency-selective channels, such as those encountered in 802.11n environments. This is because the signals transmitted from the same antenna will experience different fades at different frequencies. 

We therefore propose a space-time structure based on LDPC, which differs from the conventional layered structure proposed in [3] by introducing correlation between consecutive layers. Therefore, information from later layers can be used to successfully decode a given layer.  This helps improve the detection performance of the current layer, which is critical in preventing the error propagation in decision-feedback interference cancellation detectors.

Furthermore, efficient linear processing can still be used at the receiver. The parity check matrix for the proposed LDPC code has a lower block triangular structure. 

4.3  General Description of the QBD LDPC code

The parity check matrix structure of binary QBD-LDPC for a MIMO system with 2 transmit and 2 receive antennas is illustrated in Figure 11. The entire matrix is denoted as H and any valid binary codeword b satisfies
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Each layer has the same length of codeword but the code rates may be different for different layers, which implies the numbers of the information bits may be different. In addition to the layer-specific blocks along the main diagonal, H1 and H2, the sparse connection matrices, 
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, link two consecutive layers i and i+1 as a channel for exchange of information. Therefore, when layer i is being detected, the next layer i+1 will also contribute to its decoding. In other words, when decoding layer i, 
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 form a smaller subcode where only the bits related to 
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 with higher degrees are to be decoded at the current stage. (The decoding of layer i+1 will be carried out later, with better channel quality after canceling the interference from layer i, and with more protection, since layer i+2 will contribute to the decoding.)

Another consideration in the design of the blocks H1, H2, C1, and C2, it to use irregular LDPC code designs. This is because, the decisions on the variable nodes with higher degrees in the corresponding Tanner graph, tend to converge faster. These are detected first and help in decoding the rest [29]. Note that the introduction of connection matrices adds degrees (in the Tanner graph) to the variable nodes (bits) in the layer I, and better protects these bits.

4.4 Encoding and Decoding of QBD-LDPC Space-time codes

In this section, we discuss in detail the encoding and decoding of the proposed space-time structure.

4.4.1 Encoding

Let n be the length of the codeword for every layer. Let the number of parity check bits for layer i be denoted by ri, and the 
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 vector of input information bits be denoted by ui. 

The encoding of layer 1 is straightforward. By Gaussian elimination on the matrix H1, we get
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 identity matrix. The transmitted systematic codeword for layer 1 is given by 
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For higher layers, 
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(i>1), performing Gaussian elimination on Hi, we have
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The systematic codeword for layer i can then be formed from
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It is clear that from the encoding operations above that with a non-zero 
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 is injected into the codeword of layer 
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4.4.2 Decoding

Without loss of generality, we can assume the ith element of x, denoted as 
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, is the signal from the ith layer. Therefore, 
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 corresponds to the ith column of G, denoted as
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We now show how layer i is decoded. Note that the conventional layer processing is carried out for layer i and layer i+1 and the decoders for both the layers are active.

LDPC decoding (belief propagation)

After linear processing and interference cancellation, the LDPC code is decoded like a 1-dimensional code at each stage. 

Soft information:

The log-likelihood ratio (LLR) is defined as
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Then the soft information from the demodulator is
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where b is the bit vector mapped to signal constellation 
[image: image180.wmf]j

x

,


[image: image181.wmf]{

}

,

1

|

=

¹

=

l

k

x

and

k

l

l

V


and the probability 
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The soft output from the demodulator is then sent to the sum-product decoder.

Message update rules:

The message update at the variable node is
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where 
[image: image185.wmf](

)

k

b

W

 denotes the set of nodes that are neighbors of 
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 when the code structure of LDPC is expressed as a Tanner graph. The message update at the check node is
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which can be implemented efficiently by forward-backward algorithm using the property
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or by the algorithm in [30]. Note that the message passing is performed between layer i and i+1, as well as within each layer.

Then the message passed to soft demodulator as a priori information is
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The LLR for tentative decision is
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Iteration termination 

The iterations for a given layer are terminated as soon as all the parity checks the detected layers and the layer to be detected are satisfied.  For example, layer 1’s iterations are stopped when 
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4.5  Simulation Results

The QBD-LDPC with the specified parameters is generated by a modified version of progressive edge growth construction algorithm [44] . H1 and H2 are first generated progressively to maximize the global girth of the corresponding Tanner graph. Then the number of bits involved in each parity check equation in C1 is set to 2, thereby, introducing connection between the two layers. The girth is also maximized at the addition of each edge. 

The channel parameters conforming to IEEE 802.11 TGn channel model ‘F’ are generated by [38]. The OFDM symbol structure specified by the IEEE 802.11a PHY standard in the 5GHz band is adopted. Perfect channel estimation and synchronization are assumed.  The channel stays constant during each transmission (quasi-static). The codeword length of each layer is 1152 bits corresponding to 4 OFDM symbols and the code rate for each layer is 1/2. Therefore, the data rate of the simulated system is 72 Mbps.

[image: image193.wmf]15

16

17

18

19

20

21

22

23

10

-4

10

-3

10

-2

10

-1

10

0

SNR (dB)

WER

QBD-LDPC, Model F

V-BLAST, LDPC, Model F


Figure 19 WER of a 2x2 layered system with QBD-LDPC.

5 Conclusions

Layered structure is a promising architecture for implementing MIMO transmission and thus a good candidate for future high throughput wireless communication systems. We proposed statistical rate allocation, joint RF-baseband processing with antenna selection, and QBD-LDPC for performance enhancement of the conventional layered MIMO systems. The advantages of these proposed technologies are shown by simulation results. We demonstrated that gains on the order of 4dB (for statistical rate allocation), 4dB (for antenna selection), and 0.5dB (for quasi-block-diagonal LDPC codes) can be achieved with our techniques; these gains allow to provide high data rates over larger ranges, which is important for customer acceptance of future products. In addition, all these technologies requires little or small modification of the conventional layered system, making the incorporation of one or a combination of these technologies simple.
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Part II: Medium Access Control (MAC) Layer Proposal

6 Introduction

6.1  Background

Since the ratification of the initial IEEE 802.11 standard 1 in 1999, the IEEE 802.11 wireless local area networks (WLANs) have been widely deployed in the field and embraced tremendous commercial success.  Subsequently, three major physical layer amendments, namely IEEE 802.11b, IEEE 802.11a, and IEEE 802.11g, were published in order to boost the physical layer data rate up to 11Mbps, 54Mbps and 54Mbps, respectively.   

Originally, the IEEE 802.11 WLAN was designed to provide a wireless alternative to the legacy IEEE 802.3 Ethernet, and hence mainly targeted the data application.  As the data rate grows, however, more and more multimedia applications start to be transported over WLANs.  

Unfortunately, even the state-of-art IEEE 802.11 WLAN available in the market nowadays falls short to deliver enterprise-class traffic (e.g., VoIP) or consumer electronics (CE) traffic (e.g., HDTV, video streaming), which either has a stringent quality of service (QoS) requirement and/or demands high bandwidth (e.g., at the magnitude of 100Mbps).  As shown in 2 and 3, the current IEEE 802.11 WLAN fails to carry a large number of simultaneous duplex voice streams, due to the tradeoff between quality of service (QoS) requirement and the protocol efficiency of VoIP applications.  It is also evident at the upfront that 54Mbps is far from sufficient to support HDTV traffic, which usually requires at least 20Mbps per stream.  

To assure that IEEE 802.11 WLAN can meet the demand of future applications, two task groups (TG), namely IEEE 802.11 Tge 4 and IEEE 802.11 TGn 5, have been established to address the existing problems.  The Task Group e (TGe) primarily focuses on enhancing the QoS support at the medium access control (MAC) layer, while the Task Group n (TGn) intends to boost the network throughput over 100Mpbs at the MAC service access point (SAP).  

For an IEEE 802.11 TGn proposal to fulfill this goal, a pure increase of the physical data rate is not the panacea, if the current MAC protocol is not improved.  Using a classic Markov chain model proposed in 5, the MAC layer throughput for IEEE 802.11 DCF mode without RTS/CTS can be accurately computed.  The IEEE 802.11a parameters are used in the calculation and listed in Table 1.   The results shown in Figure 1 clearly demonstrate that the achievable MAC SAP throughput grows more and more slower as the physical layer data rate increases.  In fact, the curve for MAC layer throughput that corresponds to infinite physical layer rate almost overlaps with that corresponds to the 21600Mbps physical layer data rate.  This reveals that there is an inherent throughput limit imposed by the legacy IEEE 802.11MAC protocol.  

It has been proved in 7 that a theoretical upper limit for throughput and lower limit for delay does exist, no matter how fast the physical layer can transmit.  The culprit of this limit is found to be the low efficiency of the current MAC layer protocol.  It is further shown in 8 that the current IEEE 802.11 MAC layer protocol efficiency even drops, when the physical data rate grows.  As a consequence, it is essential to optimize the legacy MAC in parallel with the physical layer protocol, in order to reach the 100Mbps throughput.

	SIFS
	16μs
	PLCP preamble
	20μs

	DIFS
	34μs
	PLCP header
	4μs

	Slot time
	9μs
	CWMin
	31

	ACK size
	14btyes
	CWMax
	1023

	MAC header
	28bytes
	AIFS
	34μs


Table 1: IEEE 802.11a parameters.
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Figure 1: Throughput limit of current IEEE 802.11 MAC protocol.

6.2  MAC System Overview

In this part, we propose a high performance MAC architecture, which not only meets the 100Mbps MAC SAP throughput requirement, but also provides flexibility and QoS capability, maintains simplicity and backward compatibility.

The architecture of the MAC sublayer is depicted in Figure 2.  Two novel access mechanisms, namely the adaptive distributed channel access (ADCA) and the sequential coordinated channel access (SCCA), are introduced into the MAC sublayer.
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Figure 2: Proposed protocol stack.

The ADCA used in the contention period is a highly efficient CSMA/CA-based random access protocol, which is backward compatible with the DCF mode of IEEE 802.11 and the EDCA mode of IEEE 802.11e.
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Figure 3: Superframe structure.

The sequential coordinated channel access (SCCA) method operates during the contention free period (CFP).  In contrast to the current IEEE 802.11e HCCA scheme, where channel access is coordinated in a centralized fashion, SCCA provides fully distributed access for each station with the help of a central coordinator.  

We also propose an improvement of the BlockACK, which was initially defined in IEEE 802.11e.  The new BlockACK can fulfil the same function by using far less bits.
Our MAC protocol retains the temporal structure of superframe.  As shown in Figure 3, the channel access alternates between a contention period (CP) and a contention-free period (CFP).   In each superframe, the access point (AP) first sends a beacon to start the new superframe, and then the SCCA channel access mode follows.  The AP terminates the contention-free period by broadcasting a CFEnd message.  Afterwards, the contention period begins, during which ADCA is used to access the channel.  Similar to IEEE 802.11e, CAP period is allowed to exist within the contention period.
It is worthwhile to note that these three technologies can either be integrated into a single system, or operate independently from the others. 

6.3  Proposed Schemes for Performance Improvement

6.3.1 Adaptive Distributed Channel Access (ADCA)

The ADCA is designed based upon IEEE 802.11e EDCA mode and therefore is intrinsically backward compatible with the access category (AC) based QoS support specified in IEEE 802.11e.  The IEEE 802.11e draft also defines a contention free burst (CFB) mode, in which a batch of frames can be transmitted by one station (STA), with only a SIFS period between one frame and the ACK for the proceeding frame.  The overhead associated with the per frame deferral and per frame backoff is therefore avoided.  Furthermore, a series of frames can be acknowledged by a sinlge ACK, which is called BlockACK in IEEE 802.11e.  The ADCA takes full advantage of these two efficiency improvement schemes.  In addition, it introduces an adaptive batch transmission, in conjunction with an opportunistic selection of high-rate hosts, to further reduce the MAC overhead and improve the overall channel throughput.

The ADCA mechanism can be easily integrated with other technologies such as MSDU and/or MPDU level frame aggregation, plus frame size enlargement to boost the channel efficiency.

6.3.2  Sequential Coordinated Channel Access (SCCA)

The sequential coordinated channel access (SCCA) operates in the contention-free period and seeks to achieve highly efficient channel utilization while providing each data stream parameterized QoS.  Combining the advantages of both multipoll and CSMA-alike random access, the SCCA mechanism inherits the flexibility and simplicity of the legacy polling scheme, while significantly reduces the overhead and improves overall throughput by eliminating the per packet polling messages. 

Since STAs access channel in a CSMA-alike, but collision free manner, the adaptive batch transmission and opportunistic selection of high rate STAs can also be applied in the SCCA mechanism.  Moreover, frame aggregation and large frame size can further lift the efficiency improvement achieved by SCCA.

6.3.3 Efficient BlockACK

Effcicient BlockACK mechanism can fulfill the acknowledgement functionality in a more flexible and bandwidth efficient manner.  By using a special bitmap in the BlockACK message, far less number of bits is needed to convey the same amount of information in the BlockACK frame in the Efficient BlockACK scheme.

Obviously, the Efficient BlockACK can be used both in ADCA and SCCA.  Moreover, it is in fact applicable to any channel access mechanism that requires explicit acknowledgement.

In the following, the ADCA and SCCA MAC mechanisms are first explained in details in section 7 and 8, respectively.  Then, the new messages used in our proposed MAC protocols are defined in section 9.  Section 10 will present a bandwidth-efficient BlockACK frame format design.  Some discussion on how the BlockACK may fail any rate adaptation algorithm is also offered in section 10.  Finally, the conclusion thought is provided in section 11.

7 Adaptive Distributed Channel Access (ADCA)

In this section, the adaptive distributed channel access protocol will be presented.  The basic algorithm is first introduced in 7.1.  Then, more elaborations on the adaptive batch transmission and block acknowledgement are provided in section 7.2, and opportunistic selection of high-rate STAs is explained in section 7.3.  The service differentiation and issues related to implementation are discussed in section 7.4 and 7.5, respectively.  Finally, the simulation results are presented in section 7.6.

7.1  Basic Algorithm

The ADCA uses a reference parameter set (RPS) and a credit counter set (CCS) for each AC to regulate channel access within CSMA/CA.  Each host periodically receives a RPS, which comprises of reference rate  (Rf), reference packet size (Sf), and reference batch size (Bf).  The RPS is announced and adjusted dynamically by the AP in its beacon frames.  An STA also maintains CCS to record its current channel access credit and handle variable packet sizes.  With RPS and CCS, each STA independently determines whether it is eligible for transmission after winning channel contention.  When the transmission rate of a STA is greater than the reference rate Rf specified in the RPS, it is eligible for channel access.  It can transmit several back-to-back packets in a batch once succeeding in channel contention, as long as the corresponding TXOP assigned to it is observed.  Both regular ACK and BlockACK can be used, whichever considered appropriate.   

When the rate of a STA is lower than Rf, it has to first compute the time it is allowed to occupy the channel as (Bf Sf /Sf).  If this time is sufficient for the STA to send at least one frame, it will transmit immediately upon winning the channel access.  Otherwise, it has to wait and accumulate access credit for accessing the channel.  Once its credit exceeds a threshold K, it can then transmit at least one packet when it succeeds in channel contention.

In summary, the ADCA uses an adaptive batch packet transmission and block ACK to reduce protocol overhead.  It opportunistically favors high-rate hosts that are in good channel condition and provides temporal fair access for them as in single-rate legacy MAC.  The ADCA also ensures a minimum fair share for low-rate STAs in that it provides proportional temporal fairness for these hosts in long term.   The pseudo code for the ADCA is shown Figure 4.
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Figure 4: Pseudo code for ADCA.

7.2 Adaptive Batch Transmission and Block Acknowledgement

To reduce protocol overhead, the ADCA allows multiple back-to-back packet transmissions between AP and STA.  To coordinate the batch transmission, the AP advertises three parameters Rf, Sf, and Bf.  These three parameters state that, given a specified time, for a STA transmitting at rate Rf, it can potentially send a batch of Bf consecutive packets at most, each of which is Sf-bytes long.  During each batch transmission for a given STA, the consecutive Bf packets are separated only by the smallest time interval SIFS.  This is in sharp contrast to the legacy IEEE 802.11 MAC, in which two consecutive packet transmissions are separated by the time of DIFS plus a random contention backoff and possibly the optional RTS/CTS exchange.  This way, batch transmission significantly reduces the MAC overhead.  The choice of Bf reflects the average channel coherence time for STAs in the local basic service set (BSS).

The above batch transmission is adaptive to each STA’s current rate.  When a STA is operating below the reference rate Rf, its batch size or access probability is adjusted in proportional to its current transmission rate.

In order to further reduce the MAC overhead, we also use block ACK via the parameter Af, which is negotiated between two communicating STAs according to their perceived channel conditions.  In the ADCA, a BlockACK frame is sent back to the sender for a block of Af number of back-to-back transmitted packets, instead of per-packet ACK in the current 802.11 MAC.  If some packets in the block are not received correctly, the sender selectively retransmits the corrupted packets indicated by the block ACK packet.   This further reduces the protocol overhead of the current MAC.
7.3  Opportunistic Selection of High-Rate STAs

The ADCA preferentially grants those STAs under best channel conditions for channel contention, while restraining others that perceive poor channel.

Specifically, for high-rate hosts with rates R ( Rf, ADCA allows them access channel immediately after they win channel contention.  For low-rate STAs with rates R < Rf, it can transmit the number of frames that can fit into the time duration of (BfSf/Rf).  If this time duration is not even sufficient for a single frame, the STAT will defer their channel access and control their access probability by using a credit counter credit(low).  This credit counter is incremented each time a low-rate STA wins the channel contention, but not access channel to transmit packets.  When its accumulated credit reaches a certain threshold K and it succeeds in channel contention, the low-rate STA can transmit a batch of max{B, 1} packets.  

The above design balances between maximizing overall channel throughput, by providing high-rate STAs currently in good conditions with higher access probability and providing minimum share of the channel access for low-rate STAs to avoid starvation.  It, therefore, provides minimum fair share to each STA and additionally maximizes channel throughput.  

In the above design, we also handle the issue of variable packet size.  When the packet size is different from Sf, the batch size and the credit counters will also be re-calibrated by S/Sf.

7.4  Quality of Service

The ADCA achieves service differentiation by using four access categories of 802.11e.  It prioritizes traffic with different QoS requirements in terms of throughput and latency via several access categories (ACs).  Each AC has its own backoff value.  A higher-priority AC has smaller backoff value, whereas lower-priority AC has larger backoff ones.  Therefore, the higher-priority AC always has preference over channel access.  This mechanism is similar to the EDCA defined in IEEE 802.11e draft.

7.5  Backward Compatibility and Implementation Issues

It is evident that ADCA is backward compatible with both the DCF of IEEE 802.11 and EDCA of IEEE 802.11e, respectively.  To implement ADCA, only minor changes need to be made.

In the ADCA, each AC can have its own RPS settings that can be adjusted depending on the current system performance and channel condition.  The AP manages the RPS settings and adjusts it dynamically.  The RPS configuration is broadcast in the period beacon frame.  The format of the new beacon frame will be described in section 9.1.

In the ADCA, each STA may adapt its current transmission rate depending on its perceived SNR.  The ADCA can work with any rate adaptation mechanism, e.g., Auto Rate Fallback (ARF) 10.  

7.6  Performance Evaluations

To evaluate the performance of ADCA, we have implemented it in NS-2 simulator 11.  The PHY and MAC layer parameters used in the simulation are listed in Table 2.  The PHY layer parameters are based upon our physical layer proposal described before.

	SIFS
	16μs
	AIFS[AC0, 1]
	54μs

	DIFS
	34μs
	CWMin[AC0, 1]
	31

	Slot time
	9μs
	CWMax[AC0, 1]
	1023

	ACK size
	14btyes
	AIFS[AC2]
	43μs

	MAC header
	28bytes
	CWMin[AC2]
	15

	Peak data rate
	216Mbps
	CWMax[AC2]
	500

	Basic data rate
	24Mbps
	AIFS[AC3]
	34μs

	PLCP preamble
	20μs
	CWMin[AC3]
	7

	PLCP header
	4μs
	CWMax[AC3]
	100


Table 2: PHY/MAC parameters used in the simulation.

MAC Throughput Gain

The throughput performance of ADCA at different PHY layer rates is compared with the DCF of IEEE 802.11.  In the simulation, there are five STAs, each carrying a UDP traffic in AC0 at 40Mbps to the AP, with 1280 bytes in each packet.  In ADCA, we set (Sf /Rf)* Bf as 3ms, with Rf as 216Mbps and Sf as 1280 bytes, in order to enable batch transmission.  Af is set to 3 to have an acknowledgement every three packets transmission.  Figure 5 depicts the throughput of both ADCA and the DCF, as the physical layer transmission rate grows from 24Mbps to 216Mbps.  
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Figure 5: Throughput vs. transmission rate.

It can be clearly seen in the figure that the MAC layer throughput increases for both ADCA and DCF, as the physical layer rate grows.  The MAC layer throughput in the legacy MAC case only increases by 204% as the physical layer rate increases from 24Mbps to 216Mbps.  ADCA, in contrast, improves the MAC layer throughput by 450% in the same settings.  Moreover, the throughput of ADCA almost obtains a linear growth with respect to the physical layer rate, whereas the throughput increases sublinearly in IEEE 802.11MAC.  ADCA therefore is more efficient with the high capacity physical layer.  Our study further shows that, the overhead incurred by the physical layer preamble and header is the limiting factor for the throughput of ADCA.
7.6.1 Effect of Multirate Transmissions

ADCA can adaptively exploit the channel conditions experienced by different STAs to further improve the aggregate network throughput.  Consider a simulation setting with ten STAs, each carrying a UDP flow to the AP.  Five STAs are transmitting at 216Mbps, and each UDP source rate is 20Mbps.  The remaining five STAs are transmitting at a lower rate of 54Mbps, and each UDP source rate is 5Mbps.  The reference packet size is 1280 bytes, the batch transmission interval (Sf /Rf)* Bf is 3ms, and Af is set to 1.
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Figure 6: Throughput vs. Rf.

The Figure 6 shows the aggregate throughput performance for high-rate STAs, low-rate STAs, and all STAs, respectively.  The high-rate STAs can increasingly exploit their good channel conditions and high transmission rates in ADCA by accessing the channel longer than the low-rate STAs to improve the overall channel throughput.  This is realized by increasing a single parameter Rf.  When Rf is set as 54Mbps, temporal fairness is achieved among all STAs, which brings 83% throughput gain compared with the 802.11 MAC, which penalizes high-rate STAs to achieve long-term throughput fairness.  When Rf is further increased to 108Mbps and 216Mbps, respectively, ADCA acquires 121% and 154% overall throughput gains compared with the legacy MAC.  In these cases, the access time by low-rate STAs decreases proportionally.  By limiting the access probability for low-rate STAs, ADCA provides more transmission opportunities for high-rate STAs that perceive good channels.  This feature, enabled by tuning one single parameter Rf, is important for high-speed wireless LANs to mitigate the severe throughput degradation incurred by low-rate STAs and to take advantage of channel dynamics.

7.6.2 Impact of Parameters

In this section, the impact of two RPS parameters on the performance of ADCA is studied.  We consider five STAs, each carrying one UDP traffic source in AC0 and transmitting at their peak rate 216Mbps to the AP.  The UDP sources generate packets of 1280 bytes at a rate of 40Mbps.  As the channel will be saturated by these five flows, we evaluate the impact of parameter Bf and Af on channel efficiency while keeping Rf at 216Mbps and Sf at 1280 bytes.

3 Batch size Bf:

Figure 7 and Figure 8 depict the throughput and the mean delay for both ADCA and the legacy MAC as the parameter Bf varies.  In this case, Af is set to 1.  We observe that without RTS/CTS handshake, ADCA results in significant throughput gain compared with the 802.11 MAC in the range of 14.5% to 68% as the batch transmission interval (Sf /Rf)* Bf increases from 0.2ms to 6ms.  The batch transmission begins to take major impact when the batch transmission interval grows larger than 1ms.  The average delay is simultaneously reduced by about 50% as Bf increases.  ADCA achieves such gains primarily by reducing the overhead incurred by deferral and backoff procedures of the MAC.  

Figure 7: Throughput vs. Bf


Figure 8: Mean delay vs. Bf
Furthermore as we turn on RTS/CTS handshake, which is the recommended practice to handle large packet size, we achieve even greater throughput gain by as high as 128% and reduce the mean delay about 55% compared with the legacy MAC.  On the other hand, turning on RTS/CTS in the legacy MAC results in 27.4% throughput degradation and around 39% mean delay increase, compared with the case of no RTS/CTS.  However, turning on RTS/CTS only has minor effect on ADCA.

4 Block acknowledgement frequency Af:

We now study the impact of Af on the performance of our ADCA design.  Here, we keep (Sf /Rf)* Bf as 3ms.  The throughput and mean delay for ADCA and the legacy MAC vs. the parameter Af are shown in Figure 9 and Figure 10, respectively.  

The results indicate that, increasing parameter Af can further increase the MAC layer throughput over 100Mbps.  The throughput gain obtained by increasing Af can be 112% over 802.11 DCF.  In the meantime, the average delay has been reduced by approximately 40%.

In addition, we see that significant throughput gain can be achieved while Af is set to 2 or 3.  Therefore, even STAs adopting small value for Af according to their channel conditions can utilize this parameter to greatly improve their throughput and delay performance.


Figure 9: Throughput vs. Af


Figure 10:  Mean Delay vs. Af

7.6.3 IEEE 802.11n Usage Model and Simulation Results

A series of documents have been released by IEEE 802.11n to facilitate proposal evaluation and comparison.  Among them, the wireless LAN usage model 12 specifies the scenario and parameters with which the simulation should be performed.  

We have simulated our ADCA mode for several mandatory usage models to demonstrate the performance that ADCA can achieve.  The detailed results are provided in section 12.  The usage models that we have covered include home, IBSS residential and large enterprise.  The results, listed in Table 8, Table 9, and Table 10, clearly reveal that the throughput and delay performance of ADCA meet the requirement set by IEEE 802.11n task group.

7.6.4 Impact of Physical Channel Error

Wireless channel are known to be error-prone.  To study the negative effect the channel error places on the throughput, we further simulate the ADCA with a uniform error model.  That is, we assume all the stations perceive the same channel condition and have the same probability to experience the errors.  Even though this assumption is not realistic, the simulation results do provide some insight on how ADCA can perform under the harsh environment.   

As shown in Figure 11, for a uniform packet error rate (PER) of 5%, ADCA still can achieve a throughput of 102.83Mbps.  Note that if the channel is error free, the maximum throughput of ADCA obtained in the same settings is 108.26Mbps.
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Figure 11: Effect of channel errors.

7.6.5 Augmentation with Other Technologies

As demonstrated above, the ADCA can achieve an impressive performance, even under unrealistically tough physical environment.  Nevertheless, if ADCA is augmented with other technologies, it can provide a throughput up to 170Mbps (or higher), which represents a MAC efficiency of 78.7% (or higher)

For instance, the frame aggregation at MSDU level or PSDU level, plus the enlargement of the maximum frame size, can be easily incorporated into the ADCA mechanism to further improve the channel efficiency.

We briefly investigate the potential gain by increasing the frame size in the simulation from 1000 bytes to 8000 bytes.  For sake of simplicity, we only simulate the smallest network, in which only 1 STA communicates with the AP.  As shown in Figure 12, even though the achievable MAC layer throughput increases in a sublinear manner as the frame size grows, the incremental gain in the throughput is still considerable.  It is also worthwhile to note that a packet error rate (PER) of 5% has been imposed in the simulation.  Thus, ADCA, with augmentation of such technologies as frame aggregation and frame size enlargement, can achieve a throughput of 170Mbps or higher, even in the presence of harsh physical channel conditions.
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Figure 12: Effect of increasing frame size.
In a typical network scenario where multiple STAs contend for channel access, collisions may become more costly, especially when ADCA is used along with frame size enlargement and frame aggregation.  In this case, it is strongly recommended to turn on the RTS/CTS mechanism, so that the excessive degradation in throughput performance due to collisions can be avoided. 

8 Sequential Coordinated Channel Access (SCCA)

In this section, the SCCA mechanism will be introduced.  First, the basic SCCA mechanism is presented in section 8.1, and the QoS support is discussed in section 8.2.  Backward compatibility and implementation issue are then explained in section 8.3.  Performance evaluation is finally provided in section 8.4.
8.1  Basic Algorithm

The SCCA scheme can be divided into five distinct phases, namely resource reservation, resource allocation, data transmission, resource renegotiation and resource relinquishment, which are illustrated in Figure 13,  REF _Ref79059763 \h 
 Figure 15 and Figure 16, respectively.  Basically, a STA reserves the channel resource first in the contention period.  The SCCA controller then performs admission control and notifies all the admitted requesting STAs by sending a broadcast message a PIFS time after the beacon that signals the start of the contention free period.  Those flows that have received the resource allocation should then set their initial backoff counter to the value assigned to them in that broadcast message and begin to access the channel in a CSMA-alike manner.  Once the backoff counter decrements to zero, the flow can occupy the channel no more than dynamic transmisstion time (TXDT), which is also retrieved from the broadcast message.

8.1.1 Resource Reservation

In the resource reservation phase, a STA must send a resource request (RRQ) message to the SCCA controller in the contention period prior to the SCCA period that the STA desires to transmit.  Note that the SCCA controller can be collocated with the AP.  

The RRQ message should be treated as a management frame with the highest priority in STA.  Therefore, the transmission and the subsequent retransmissions, if necessary, must contend for channel access with the parameter set for the management frame.  The acknowledgement to the RRQ message should be sent on a per-packet basis.  It is strongly recommended to disable BlockACK for the RRQ message.  If no ACK is received in time for RRQ frame, the requesting STA follows the retransmission policy defined in the legacy 802.11.  Nevertheless, the requesting STA can cease the retransmission attempt, whenever it considers it too late to schedule the traffic any longer, even when the retry limit of the RRQ message has not been exceeded.  The STA should forsake the retransmission attempt, if it receives a resource allocation message (RAL) at the beginning of the SCCA period.  This type of retransmission mechanism is called schedule-driven retransmission in this document.

Based upon the resource request information received in the ADCA period and other accessory information, the SCCA controller properly schedules the channel access sequence and duration of each requesting STA.  For instance, the AP can monitor the actual consumption of the bandwidth resources and record the transmission time used by each data stream.  According to the collected usage statistics, the AP can use the access credit/debit counters to police aggressive data streams and compensate the under-served flows.  Nevertheless, both the accessory information and the selection of the scheduling algorithm are implementation dependent.

Figure 13: Resource reservation and allocation process.

8.1.2 Resource Allocation

For resource allocation, the SCCA controller distributes the bandwidth allocation information by broadcasting a resource allocation message (RAL) a SIFS period after the delivery of regular beacon.  The RAL message contains both the sequence index value (SIV) that specifies the channel access precedence, and the duration scheduled (i.e., TXDT) for each requesting STA.  Neither acknowledgement, nor retransmission is needed for RAL signaling message.  And since the legacy beacon message has already set up the NAV value appropriately for all the STA associated with the access point (AP), this RAL message is simply discarded by the legacy STAs who do not understand the new signaling message.  For those STAs that support SCCA, they should retrieve the sequence index value (SIV) and dynamic transmission time (TXDT) values from the broadcast RAL message.

8.1.3 Data Transmission

Once every STA receives the broadcast RAL message, the SCCA data transmission phase starts, in which each requesting STA accesses the channel in a CSMA-alike, with collision free manner.  A SIFS time after the successful reception of RAL message, the SCCA-compatible STAs will start backoff, with the initial backoff counter value set to the retrieved SIV value.  The station consistently senses the channel and decrements its backoff counter if the channel is found idle for a time slot.  Once the backoff counter reaches zero, the station begins transmission.  If the channel is busy, the station then freezes its backoff counter and waits the channel to be idle again.  After winning the channel access right, each data stream can transmit up to TXDT duration.  
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Figure 14: Example: Sequential coordinated channel access.
As illustrated in Figure 14, for example, stream 1 (S1) and stream 2 (S2) have a SIV value of 1 and 2, respectively.  And AP itself is assigned with an SIV of 3.  Hence, the S1 starts its transmission one time slot plus a PIFS idle period after the transmission of RAL message.  Once S1 grabs the channel, it can continuously transmit up to TXDT duration.  The S2 in the meantime sets its NAV and stops counting down its backoff counter.  A PIFS period after the channel is sensed idle again, the S2 resumes decrementing the backoff counter.  Since its counter has already become 1 at this time, it only needs to wait for another time slot, before it can transmit its data.  The AP starts to transmit a PIFS plus a slot time after S2 completes. Once all the scheduled transmission has completed, or whenever the AP considers necessary, the AP broadcasts a CF-End message to terminate the contention free period and all the stations enter the contention period hereafter.  The CF-End message is transmitted a PIFS time after the channel becomes idle.

Note that if contention free burst (CFB) mode is supported, an SCCA-compatible STA can continuously transmit data frames, with a SIFS interval between two consecutive frames, as long as the predefined ACK policy is observed and the allocated TXDT period is not exceeded.

Our SCCA method can also handle occasionally idle data streams. If all data streams from SIVn to SIVm (n < m) are idle, then the next data stream with SIVm+1 accesses the channel after at most (m-n+1) time slots.

8.1.4 Resource Renegotiation

If the STA that has received SIV and TXDT would like to modify the traffic profile previously submitted to the SCCA controller, it can renegotiate the bandwidth reservation by sending another RRQ message to update the record kept at the SCCA controller, which then will perform proper scheduling again.  This process is called resource renegotiation and is illustrated in Figure 15

 REF _Ref79059763 \h 
.  The requesting STA can submit the renegotiation request during either the contention period or the contention free period, even though the example of resource renegotiation provided in Figure 15

 REF _Ref79059763 \h 
 occurs in the contention free period.


Figure 15: Resource renegotiation process.

8.1.5 Resource Relinquishment

After an STA decides to release the bandwidth allocated to it, the STA should send a resource relinquishment (RRL) message either in the contention period or in the contention free period.  The SCCA controller, upon receiving the RRL, removes the corresponding STA from the resource allocation table that it maintains.  Note that Figure 16 is for illustration purpose only and does not imply that RRL message can only be transmitted during the contention free period.

Various policies related to the signaling messages are briefly summarized in Table 3.

	Name
	Acronym
	Priority
	ACK policy
	Retransmission policy

	Resource Request
	RRQ
	Management
	Per frame basis
	Schedule-driven

	Resource Allocation
	RAL
	
	
	No retransmission

	Resource Relinquishment
	RRL
	
	
	No retransmission


Table 3: Policies related to the signaling messages.

Figure 16: Resource relinquishment process.

8.2  Quality of Service

The quality of service issue has been addressed explicitly in the SCCA mechanism.  Basically, the SCCA inherits the parameterized QoS concept from IEEE 802.11e HCCA mode.  In fact, as reflected in the SCCA signaling messages in section 9.2, the SCCA scheme as well as the signaling procedure associated with it fully support per flow channel resource reservation.   Obviously, the scheduling algorithm employed at the SCCA controller plays an important role in determining the eventual QoS performance perceived by each requesting STA.  However, the design of the scheduling algorithm is beyond the scope of this document and is left implementation dependent.

8.3  Backward Compatibility and Implementation Issues

Since the SCCA resource allocation (RAL) signaling message is transmitted after the regular beacon, the legacy STAs that do not support SCCA should set their NAV according to the received beacon and thus will not interfere or interrupt the subsequent SCCA operations.  Therefore, SCCA is backward compatible with the legacy IEEE 802.11 PCF or IEEE 802.11e HCCA.

As suggested in the previous description, only three new signaling messages of the management type are defined in the MAC protocol, whose frame format is designed based upon the ADDTS request, ADDTS response and DELTS messages in IEEE 802.11e.  Thus, the introduction of these three messages only entails minor modification of the current implementation.  The details of the newly defined signaling messages can be found at section 9.2.
8.4  Performance Evaluation

Similar to ADCA, we also use ns-2 simulator to study the performance of SCCA.  The PHY and MAC layer parameters used in the simulation are listed in Table 2.

It is evident that the performance of SCCA protocol depends on an array of other issues, such as the scheduling algorithm implemented at the SCCA controller, the information set based upon which the scheduling decision is made, etc.  However, all these issues are left as implementation dependent.  

Therefore, we primarily focus on investigating the performance of the core SCCA mechanism, in which only the resource allocation and data transmission are implemented, while for the time being the resource reservation is assumed static, scheduling is considered perfect and resource relinquishment is ignored.  Without being influenced by other noise factors, the performance of core SCCA mechanism can be evaluated in a clean manner.  No simulation results for the usage model and simulation scenarios pertaining to SCCA will be provided in this document.

8.4.1 Throughput Performance

The simulation results obtained thereby is depicted in Figure 17.  The blue solid line corresponds to the case where contention free burst and block ACK are both enabled, while the green dashed line represents the case where neither feature is turned on.  Clearly, SCCA readily meets the 100Mbps requirement, when we only have a burst size of 25 frames.   

Since the resource reservation signaling is deemed static and the corresponding overhead is neglected, the increase of number of nodes admitted into the SCCA period amortizes the signaling overhead entailed by beacon, CFEnd, and resource allocation.  In the meantime, the BlockACK mechanism can average out the overhead caused by ACK.  So the throughput performance eventually reaches the unsurpassable limit imposed by the overhead caused by SIFS.  This explains why the throughput curve goes up as the number of nodes increases, rather than going down as in the ADCA case.   

In a full implementation of SCCA protocol, however, the net throughput is expected to be lower than the simulation results shown in Figure 17, due to the additional overhead that has been ignored in the current simulation implementation.  Moreover, imperfect scheduling may also have negative impact on the throughput performance.  
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Figure 17: SCCA throughput performance.

8.4.2 Impact of Increased Maximum Packet Size

Similar to the case in ADCA, an increase in the frame size boosts the throughput far above 100Mbps, which is confirmed by our analysis results.  As shown in Figure 18, even when there are no advanced features such as contention free burst (CFB) or blockACK mode (BAM) enabled, the increase of frame size itself can easily push the throughput up to 160 Mbps.

Note that the simulation results presented here are obtained in the physical channel with 5% packet error ratio (PER).

If we further exploit the power of contention free burst (CFB) and BlockACK, along with other augmentation technologies such as frame aggregation, the observable throughput is expected to be even higher.
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Figure 18: The effect of larger frame size.
9 Frame Format

In section 9.1, we explain the modification made to the beacon frame as required by ADCA.  The new signaling messages defined for SCCA are introduced in section 9.2.  Furthermore, we have spotted some deficiencies in the current BlockACK frame format design and suggested several improvements in section 10. 

9.1  ADCA-Related Frames

In ADCA, each AC has its own RPS settings that can be adjusted depending on the current system performance and channel condition. The AP manages each RPS. The RPS configuration is included in the periodic Beacon frame, announced to each STA in its BSS by the AP.  Figure 19 shows the EDCA Parameter Set Element 4 in the Beacon frame, which adjusts the parameters for each AC.


Figure 19: EDCA parameter set element.

AC parameter record in 802.11e includes field for AIFS, CWmin, CWmax and TXOP limit for a given AC. As shown in Figure 20, we extend the AC Parameter record format to include fields for parameters in RPS.  The newly added fields are shown in dotted lines.


Figure 20: Extended parameter record for ADCA.

The reference packet size field is 1 byte long and can indicate the reference packet size up to 8192, with granularity of 32 bytes.  The 1-byte-long reference data rate field can represent at most 256 different rates, which obviously leaves sufficient space for future protocol extension to even higher rates.  The format of reference batch size field is identical to that of TXOP limit field.  . 

9.2  SCCA-Related Frames

A common format of the signaling messages for SCCA is shown in Figure 21.  Three signaling messages only have different frame body, as described below.  In order to ensure the backward compatibility and lower the additional implementation complexity, the RRQ, RAL and RRL management frames are purposefully designed to be similar to the ADDTS request, ADDTS response and DELTS frames defined in 4.

Figure 21: Common format for signaling messages.

9.2.1 Resource Request (RRQ)

The format of the RRQ message frame body is shown in Table 4.  The category field is set to 1 and action field is set to 3 to represent RRQ.  The dialog token is contained in the received upper layer primitive that causes the frame to be sent.  A list of all used action field value is provided in Table 5.

	Order
	Information

	1
	Category

	2
	Action

	3
	Dialog Token

	4 ~n
	Multi-TSPEC


Table 4: RRQ frame format.

	Action field value
	Meaning

	0
	ADDTS request

	1
	ADDTS response

	2
	DELTS

	3
	RRQ

	4
	RAL

	5
	RRL

	4 ~ 255
	Reserved


Table 5: QoS action field values.

The Multi-TSPEC element is a variable length field and contains the QoS parameters of multiple traffic streams (TSs).  The format of Multi-TSPEC is shown in Figure 22.


Figure 22: Frame format of Multi-TSPEC.

The element ID is set to 0x26 and the length field indicates the total number of individual TSPEC that this Multi-TSPEC contains.  The TSPEC Bitmap k indicates the internal structure of the corresponding kth TSPEC.  A complete TSPEC field is depicted in Figure 23.


Figure 23: Frame format of a complete TSPEC.

If a TSPEC is complete, it should have 16 subfields.  Since not all the subfields will show up all the time, instead of putting “unspecified (0x0)” in the field that the STA does not have any information about, we simply do not include that subfield in the TSPEC field.  To mark the absence of a particular subfield, the TSPEC Bitmap sets the corresponding bit to 0.  For 16 subfields within TSPEC, 2 bytes are sufficient for the TSPEC Bitmap.  Moreover, some degree of saving can be achieved, as long as at least one subfield is omitted, since the smallest subfield has 2 bytes.  The meaning of each subfield is the same as that defined in IEEE 802.11e.  The TS is identified by the TSID and Direction subfields contained in the TS Info field.  The access policy within the TS Info is set to 0x0 for SCCA period.

Note that the same RRQ message is used in both resource request and the resource renegotiation procedures.  It is under the discretion of the SSCA controller to interpret the received RRQ message as a resource request or resource renegotiation.
9.2.2 Resource Allocation (RAL)

The format of the RAL message frame body is shown in Table 6.  The category field is set to 1 and action field is set to 4 to represent RAL.  The dialog token is contained in the received upper layer primitive that causes the frame to be sent.  A list of all used action field value is provided in Table 5.

	Order
	Information

	1
	Category

	2
	Action

	3
	Dialog Token

	4 ~n
	Multi-Schedule


Table 6: RRQ frame format.

The format of Multi-Schedule field is shown in 
Figure 24
.  The element ID should be 0x27.  The length field represents the number of Multi-Schedule element that follows.

Figure 24: Format of Multi-Schedule field.

The structure of the multi-schedule element is then shown in Figure 25.  The sequence index value (SIV) component is the initial backoff counter value assigned to each requesting STA.  This value essentially determines the sequence in which each STA should access the channel.  The association ID (AID) field contains the AID of the STA to which this reservation allocation belongs.  


Figure 25: Format of multi-schedule element subfield

The Schedule Info subfield, which is shown in Figure 26, is identical to that defined by IEEE 802.11e.  


Figure 26: Format of Schedule Info subfield.

The AID, along with the TSID and direction field in the Schedule Info subfield, can uniquely identify a flow.  All other fields and subfields inherit the definition from IEEE 802.11e.

9.2.3 Resource Relinquishment (RRL)

The format of RRL message is defined in Table 7.

	Order
	Information

	1
	Category

	2
	Action

	3 ~ n
	RRL element


Table 7: RRL frame format.

A RRL message has a category value of 1 and action value of 5.  The frame body of the RRL message has multiple RRL element subfields, which is depicted in 
Figure 27
.

Figure 27: Resource relinquish element (RRL) format.

The TS Info subfield is shown in Figure 28.  The meaning of each component within this subfield is the same as that defined in IEEE 802.11e.


Figure 28: TS Info subfield.

Similarly, the AID, the TSID and direction field in the Schedule Info subfield, are used to uniquely identify a flow to terminate.

10 Efficient BlockACK

10.1 New BlockACK Frame Format

The BlockACK frame specified in IEEE 802.11e contains a fixed length BlockACK bitmap field of 128 bytes.  Hereby, we propose a streamlined version of BlockACK bitmap field, which can fulfill the same goal with only 31.25% (e.g., 40 bytes) of the size of the original BlockACK bitmap field or even less.  This new BlockACK, as defined in flexible and efficient BlockACK (FLEXEBO) scheme, only needs minor modification of the current BlockACK frame format and is backward compatible.  The new bitmap that we propose is shown in Figure 29.

The new Bitmap consists of a 32-byte-long fragment number concatenation and an 8-byte-long sequence number bitmap.  The fragment number concatenation field is a concatenation of the 4-bit fragment number for all the frames to be acknowledged.  Since we need to support at most 64 frames, it is sufficient to use 32 bytes for this field.  Each bit of the sequence number bitmap field indicates whether a particular frame has been successfully/unsuccessfully received.  The relative position of the bit represents the sequence number.  For instance, if the least significant bit of this bitmap field is set to 1, it implies that the frame with sequence number (BlockACK starting sequence number + 0) has been successfully delivered.


Figure 29: The BlockACK bitmap defined in Flexebo.

It is possible that the BlockACK is requested before exactly 64 frames have been transmitted.  However, the bitmap field by itself does not have adequate logic to distinguish the case where a frame has not been transmitted, from the case where that frame has been successfully or unsuccessfully transmitted.  Thus, we use some reserved subfields of BAR/BA fields in the BlockACKReq/BlockACK to resolve this potential problem.

Figure 30 illustrates the BAR/BA field for FLEXEBO.  The first three bits (i.e., B0 to B2) are the mode selection field and will be set to 0x0, when this streamlined version of BlockACK is used.  The block size field, starting from B3 and ending at B8, indicates how many packets are to be acknowledged in the BlockACK message.  The block size field is designed to be 6-bit-long, because we assume that the largest block size supported is 64, which is the same as that in the legacy BlockACK.  

Obviously, the new BlockACK only uses a 40-byte-long bitmap, instead of 128-byte-long in the legacy BlockACK, but still achieves the same functionality, as long as all the frames in the block have continuous sequence number.  

More save can be achieved if we do not include the fragment number concatenation field.  In this case, only the sequence number bitmap field is kept and the size of BlockACK bitmap field is further reduced to only 8 bytes, which is 6.25% of the original size of the BlockACK bitmap field.


Figure 30: The BAR/BA field for Flexbo.

10.2 Effect of BlockACK on Rate Adaptation

Variations in the wireless channel condition can be caused by many factors, which include fading, attenuation, interference from other radiation resources, interference from other IEEE 802.11 devices associated with other access point (AP).  All the channel condition variations can be categorized as being either transient, or persistent.  
A station (STA) may achieve high throughput, if it transmits at the high data rate.  However, if the channel condition is poor, the high transmission rate will result in high packet error rate (PER).  Since the garbled packets need to be retransmitted, the high PER eventually may cost more bandwidth than the initial high transmission rate can save.  The rate adaptation 14
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15 16 is used to select an appropriate transmission rate dynamically so that the throughput can be maximized under varying physical channel conditions.  A good rate adaptation algorithm should react properly to both the transient and persistent variations.

The successful/unsuccessful frame delivery is indicated by the reception/lack of an acknowledgement to the previously transmitted frame at the sender.  Note that the loss of a data frame may be caused by harsh channel condition, or by collisions of multiple simultaneous transmissions.  However, it is expected that the IEEE 802.11n would strongly recommend to turn on the RTS/CTS mechanism so that the potential bandwidth waste caused by the collision can be minimized, especially when the frame size is increased to four or even eight kilobytes and various packet aggregation and contention free burst mechanisms are adopted in IEEE 802.11n.  In this case, therefore, it is valid to assume that an erroneous transmission can be directly inferred by the lack of proper acknowledgement message.

The introduction of BlockACK mechanism may have unexpected effect on the legacy rate adaptation algorithm.  On one hand, the BlockACK mechanism achieves high protocol efficiency, but at the expense of forsaking the capability of reflecting the instantaneous physical channel condition.  This may inadvertently leave the legacy rate adaptation algorithm operating improperly, because it will be no longer valid to use the BlockACK message to infer the transient channel variation.  On the other, it becomes possible for the transmitting STA to obtain a collective view of the channel condition variation within certain time scale from the BlockACK bitmap.

Therefore, the legacy rate adaptation algorithm may need to be redesigned to dynamically adjust the transmission rate and block size of the BlockACK so that high MAC protocol efficiency can be achieved, while performance of rate adaptation can still be guaranteed.

However, since the rate adaptation algorithm is implementation dependent in IEEE 802.11 standard, the corresponding solution to this serious problem then also becomes implementation dependent.  Based upon the auto rate fallback (ARF) 14 we propose a new rate adaptation algorithm called auto rate fallback with adaptive BlockACK (Aurafab), which addresses this issue particularly for ARF rate adaptation algorithm.

11 Conclusion

In this document, we have proposed two major technologies for IEEE 802.11n MAC.  The first one is adaptive distributed channel access (ADCA), which is used in the contention period of IEEE 802.11.  ADCA uses adaptive batch transmission and opportunistic selection to significantly improve the channel efficiency.  The second one is sequential coordinated channel access (SCCA), which operates during the contention free period (CFP).  The SCCA inherits the flexibility and simplicity of the legacy polling scheme, while tremendously reduces the overhead and improves overall throughput by eliminating the polling messages.  As confirmed by simulation and analysis, both ADCA and SCCA can readily satisfy 100Mbps MAC SAP throughput required by IEEE 802.11n functional requirement.  Moreover, the two mechanisms are inherently backward compatible and entail little additional implementation complexity.  It is also worthwhile to note that both technologies can easily integrate with other augmentation technologies such as frame aggregation and enlarged frame size. 

We also propose new frame format for BlockACK message, which can save more bandwidth, yet still retain the original functionality.  Also, we have pointed out the potential failure of rate adaptation caused by the enabling of BlockACK mechanism.  However, due to the fact that rate adaptation algorithm is implementation dependent, no further solution is discussed in this document. 
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12 Appendix

Simulation Results for ADCA Mode

Scenario 1: Home

	Flow
	Src
	Dst
	Application
	Type
	MSDU
	Mean Rate
	Max Delay (ms)
	AC
	Notes

	
	
	
	
	
	
	Req
	Sim
	Req
	Sim
	
	

	1
	AP
	S1
	HDTV
	CBR/UDP
	1500
	19.2M
	18.8M
	200
	108
	VI
	

	2
	AP
	S3
	HDTV
	CBR/UDP
	1500
	24M
	23.6M
	200
	107
	VI
	

	3
	AP
	S4
	SDTV
	CBR/UDP
	1500
	4M
	3.9M
	200
	82
	VI
	

	4
	AP
	S4
	Internet file
	TCP
	300
	1M
	1.9K
	N/A
	423
	BE
	FTP

	5
	AP
	S7
	VoIP
	CBR/UDP
	12
	96K
	136.5K
	30
	50
	VO
	

	6
	AP
	S8
	VoIP
	CBR/UDP
	12
	96K
	133.6K
	30
	45
	VO
	

	7
	AP
	S9
	VoIP
	CBR/UDP
	12
	96K
	127.1K
	30
	41
	VO
	

	8
	AP
	S10
	Internet streaming video
	UDP
	512
	2M
	2.1M
	200
	84
	VI
	

	9
	AP
	S11
	MP3 audio
	UDP
	418
	128K
	130.3K
	200
	27
	VI
	

	10
	S1
	AP
	HDTV Display
	CBR/UDP
	64
	60k
	62.7K
	100
	159
	VI
	

	11
	S3
	AP
	HDTV Display
	CBR/UDP
	64
	60k
	64.5K
	100
	170
	VI
	

	12
	S4
	S10
	Local file transfer
	CBR/TCP
	1500
	30M
	24.8K
	N/A
	4936
	BE
	FTP

	13
	S5 
	S6
	Video Phone
	CBR/UDP
	512
	500K
	405.7K
	100
	179
	VI
	


	Flow
	Src
	Dst
	Application
	Type
	MSDU
	Mean Rate
	Max Delay (ms)
	AC
	Notes

	
	
	
	
	
	
	Req
	Sim
	Req
	Sim
	
	

	14
	S6
	S5
	Video Phone + Internet Upload
	CBR/UDP
	512
	500K
	343.1K
	100
	159
	VI
	

	15
	S7
	AP
	VoIP
	CBR/UDP
	12
	96K
	125.6K
	30
	86
	VO
	

	16
	S8
	AP
	VoIP
	CBR/UDP
	12
	96K
	122.2K
	30
	110
	VO
	

	17
	S9
	AP
	VoIP
	CBR/UDP
	12
	96K
	114.9K
	30
	163
	VO
	

	18
	S10
	AP
	Video Console + Internet Entertain-ment
	CBR/UDP
	512
	1M
	837.9K
	50
	69
	VI
	

	19
	S11
	S10
	Video Gaming Controller
	CBR/UDP
	50
	500K
	622.6K
	16
	128
	VI
	


Table 8: Results for home usage model.

Scenario 2: Residential IBSS

	Flow
	Src
	Dst
	Application
	Type
	MSDU
	Mean Rate
	Max Delay (ms)
	AC
	Notes

	
	
	
	
	
	
	Req
	Sim
	Req
	Sim
	
	

	1
	S2
	S3
	Local file transfer
	TCP
	1500
	30M
	11K
	N/A
	N/A
	BE
	FTP

	2
	S4
	S5
	Video phone
	CBR/UDP
	512
	0.5M
	366.3K
	100
	2.4
	VI
	

	3
	S5
	S4
	Video phone
	CBR/UDP
	512
	0.5M
	377.4K
	100
	37.1
	VI
	

	4
	S6
	S7
	Video phone
	CBR/UDP
	512
	0.5M
	368.1K
	100
	2.1
	VI
	

	5
	S7
	S6
	Video phone
	CBR/UDP
	512
	0.5M
	367.5K
	100
	38.9
	VI
	

	6
	S10
	S1
	P2P DV audio/video
	CBR/UDP
	1024
	28.8M
	25.9M
	200
	1.5
	VI
	

	7
	S11
	S8
	Controller to console
	CBR/UDP
	50
	0.5M
	489.6K
	16
	2.3
	VI
	

	8
	S12
	S8
	Controller to console
	CBR/UDP
	50
	0.5M
	515.2K
	16
	2.3
	VI
	

	9
	S13
	S8
	Controller to console
	CBR/UDP
	50
	0.5M
	486.9K
	16
	2.8
	VI
	

	10
	S14
	S8
	Controller to console
	CBR/UDP
	50
	0.5M
	488.0K
	16
	2.4
	VI
	

	11
	S15
	S9
	Content download
	TCP
	1500
	11M
	32K
	N/A
	0
	BE
	FTP


Table 9: Results for IBSS residential usage model.

Scenario 4: Large Enterprise

	Flow
	Src
	Dst
	Application
	Type
	MSDU
	Mean Rate
	Max Delay (ms)
	AC
	Notes

	
	
	
	
	
	
	Req
	Sim
	Req
	Sim
	
	

	1
	AP
	S1
	Internet file
	TCP
	300
	1M
	3.6K
	N/A
	6246
	BE
	Telnet

	2
	AP
	S2
	Internet file
	TCP
	300
	1M
	1.4K
	N/A
	1573
	BE
	Telnet

	3
	AP
	S3
	Internet file
	TCP
	300
	1M
	2.3M
	N/A
	475
	BE
	Telnet

	4
	AP
	S4
	Internet file
	TCP
	300
	1M
	775.4K
	N/A
	891
	BE
	Telnet

	5
	AP
	S5
	Internet file
	TCP
	300
	1M
	1.2M
	N/A
	1337
	BE
	Telnet

	6
	AP
	S6
	Internet file (download large email attachment)
	TCP
	300
	10M
	1.2K
	N/A
	24
	BE
	Telnet

	7
	AP
	S7
	Video conferen-cing
	CBR/UDP
	512
	1M
	1.0M
	100
	15
	VI
	

	8
	AP
	S8
	Video conferen-cing
	CBR/UDP
	512
	1M
	1.0M
	100
	13
	VI
	

	9
	AP
	S9
	Internet streaming video + MP3 audio
	UDP
	512
	2M
	2.0M
	200
	15
	VI
	The UM doesn’t specify whether it is CBR or not

	10
	AP
	S10
	Internet streaming video + MP3 audio
	UDP


	512
	2M
	2.0M
	200
	14
	VI
	The UM doesn’t specify whether it is CBR or not

	11
	AP
	S11
	Local file transfer
	TCP
	1500
	30M
	4.6K
	N/A
	112
	BE
	FTP


	Flow
	Src
	Dst
	Application
	Type
	MSDU
	Mean Rate
	Max Delay (ms)
	AC
	Notes

	
	
	
	
	
	
	Req
	Sim
	Req
	Sim
	
	

	12
	AP
	S12
	Local file transfer
	TCP
	1500
	30M
	11.7K
	N/A
	185
	BE
	FTP

	13
	AP
	S13
	Local file transfer
	TCP
	1500
	30M
	26.6K
	N/A
	24
	BE
	FTP

	14
	AP
	S14
	Local file transfer
	TCP
	1500
	30M
	0.8M
	N/A
	0
	BE
	FTP

	15
	AP
	S15
	Local file transfer
	TCP
	1500
	30M
	46.5K
	N/A
	184
	BE
	FTP

	16
	AP
	S16
	Local file transfer
	TCP
	1500
	30M
	21.9K
	N/A
	136
	BE
	FTP

	17
	AP
	S17
	Local file transfer
	TCP
	1500
	30M
	20.8K
	N/A
	184
	BE
	FTP

	18
	AP
	S18
	Local file transfer
	TCP
	1500
	30M
	15.3K
	N/A
	99
	BE
	FTP

	19
	AP
	S19
	Local file transfer
	TCP
	1500
	30M
	4.0M
	N/A
	21
	BE
	FTP

	20
	AP
	S20
	Local file transfer
	TCP
	1500
	30M
	12.5M
	N/A
	0.185
	BE
	FTP

	21
	AP
	S25
	VoIP
	CBR/UDP
	12
	96K
	129.0K
	30
	8
	VO
	

	22
	AP
	S26
	VoIP
	CBR/UDP
	12
	96K
	129.4K
	30
	8
	VO
	

	23
	AP
	S27
	VoIP
	CBR/UDP
	12
	96K
	151.6K
	30
	8
	VO
	

	24
	AP
	S28
	VoIP
	CBR/UDP
	12
	96K
	150.2K
	30
	26
	VO
	

	25
	AP
	S29
	VoIP
	CBR/UDP
	12
	96K
	151.7K
	30
	13
	VO
	

	26
	AP
	S30
	VoIP
	CBR/UDP
	12
	96K
	152.3K
	30
	14
	VO
	


	Flow
	Src
	Dst
	Application
	Type
	MSDU
	Mean Rate
	Max Delay (ms)
	AC
	Notes

	
	
	
	
	
	
	Req
	Sim
	Req
	Sim
	
	

	27
	S1
	AP
	Click on web link
	TCP
	64
	256K
	6.7K
	N/A
	27
	
	Telnet

	28
	S2
	AP
	Click on web link
	TCP
	64
	256K
	48.7K
	N/A
	57
	
	Telnet

	29
	S3
	AP
	Click on web link
	TCP
	64
	256K
	2.0K
	N/A
	21
	
	Telnet

	30
	S4
	AP
	Internet file transfer
	TCP
	1000
	5M
	1.1M
	N/A
	49
	
	FTP

	31
	S5
	AP
	Uploading large email attachment
	TCP
	1500
	10M
	2.5M
	N/A
	271
	
	FTP

	32
	S6
	AP
	Click on web link
	TCP
	64
	256K
	85.5K
	N/A
	28
	
	Telnet

	33
	S7
	AP
	Video conferencing
	CBR/UDP
	512
	1M
	804.7K
	100
	29
	
	

	34
	S8
	AP
	Video conferencing
	CBR/UDP
	512
	1M
	783.6K
	100
	25
	
	

	35
	S21
	AP
	Local file transfer
	TCP
	1500
	30M
	1.2M
	N/A
	50
	
	FTP

	36
	S22
	AP
	Local file transfer
	TCP
	1500
	30M
	0.6M
	N/A
	91
	
	FTP

	37
	S23
	AP
	Local file transfer
	TCP
	1500
	30M
	0.6M
	N/A
	16
	
	FTP

	38
	S24
	AP
	Local file transfer
	TCP
	1500
	30M
	1.9M
	N/A
	29
	
	FTP


	Flow
	Src
	Dst
	Application
	Type
	MSDU
	Mean Rate
	Max Delay (ms)
	AC
	Notes

	
	
	
	
	
	
	Req
	Sim
	Req
	Sim
	
	

	39
	S25
	AP
	VoIP
	CBR/UDP
	12
	96K
	80.6K
	30
	22
	
	

	40
	S26
	AP
	VoIP
	CBR/UDP
	12
	96K
	104.8K
	30
	14
	
	

	41
	S27
	AP
	VoIP
	CBR/UDP
	12
	96K
	108.7K
	30
	12
	
	

	42
	S28
	AP
	VoIP
	CBR/UDP
	12
	96K
	83.1K
	30
	15
	
	

	43
	S27
	AP
	VoIP
	CBR/UDP
	12
	96K
	89.3K
	30
	20
	
	

	44
	S28
	AP
	VoIP
	CBR/UDP
	12
	96K
	87.1K
	30
	18
	
	


Table 10: Results for large enterprise usage model.
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