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Abstract

This paper is an attempt, working within the overall scope of the 802.11 Ad-Hoc networking PAR, to describe some of the real world problems that a Mesh Working Group should try to address. At this early stage in the standardization process the paper is focused on the description of Use Cases and ignores any recommendation on how the standard should proceed.

Overview

Two near term perspectives are considered. First: Public Safety, which is deploying 802.11 based solutions today and is looking for a standard based on 802.11 at 4,9Ghz. Second: The Digital Home, which is perceived by many as an 802.15 (UWB) play but may well be a next generation 802.11 play. While there are many more potential applications for Ad-Hoc networks these are immediate and near term applications for which 802.11 is ideally suited. Others, such as telematics may not be realistic within the scope of the current 802.11 definition so they are not considered at this time.

In Summary there is an immediate need, and commercial companies are supplying solutions based on hybrid 802.11 and Ad-Hoc standards today. The solutions are being widely deployed in advance of any standards work. The solutions are required to provide wide area broadband access without the economic impact of backhaul. In order to be viable in these applications the standard needs to provide

Fast Route discovery and even faster route switching, or hand-over, to deal with interference and congestion with minimum impact on latency and reliability.

Highly scalable to hundreds of nodes in the network for wide area coverage and to allow higher capacity with shorter links

Self forming/Self healing characteristics so that minimal technical configuration is required and, if required, portability can be assured.

QOS is an important component that can only be addressed as a system issue. 

Coexistence, a node may need to determine which network to be a part of so that both the users can be managed as well as the QOS provided to the users.

The Public Safety Perspective

Project MESA Use Case

The Project MESA Use Case describes a major incident of a chemical train wreck outside a crowded football stadium and the communications requirements of the emergency response teams. This translates to around 200 active users in a 1km square area with an upstream data demand of 50mbits/sec.   It is not clear from the Use Case if the solutions should be a single network, several networks or small networks that converge but a justification can be made for each.


A cellular system could never deal with this but an 802.11 based solution could. With an outdoor range of around 200m multi hopping is required to get complete coverage. Shorter hops equal greater bandwidth and less interference which provides higher capacity. A self forming network is critical as the response teams are focused on their role, they are not radio or network specialists. While not explicitly called for QOS and priority are clearly an important element of such a network. There are numerous disparate applications, with widely different tolerances for latency, packet loss and bandwidth coupled with a command structure that cannot allow critical information to be delayed.

City Wide First Responder networks

The following example is a composite of several MeshNetworks commercial deployments as well as RFIs from DoITT in New York and the State Of Virginia. It attempts to provide a generic city wide broadband data network.

The city requires a broadband data network that is accessible to city employees, particularly first responders and police, anywhere within the city. A typical acceptance criteria is 95% street level coverage at 1mbit/sec.   A common requirement is the ability to support up to 10mbits/sec during an incident.  In most cases there are 2 overriding applications. Backhaul of security cameras, either fixed at an intersection or mobile in a police car, fire engine or ambulance, and access to city and federal databases.  A citywide deployment can be from a few as 10 sq miles to as many as 100. In many cases there is a desire to integrate other communities into networks many times larger. 

Given the range is limited to a few hundred meters this translates into networks that have tens to hundreds of infrastructure devices deployed. Backhaul is critical so meshing is the only way to make the solution cost effective. This requires the density of APs to be even higher as the coverage area must be designed for center to center not edge to edge deployment. Because these networks are deployed for public safety reliability is a critical issue. The way that this is typically being addressed is with geographic redundancy, ensuring that a user has multiple choices of AP to access. Scalability is clearly an issue in these networks as the number of nodes can be in the hundreds.

The Digital Home Perspective

In its marketing for a new chipset a major IC vendor claims “every PC will be an AP” if so why not every other intelligent device in the home including the set top box, the Game Cube, the stereo and the security system? The distinction between “client” and “infrastructure” meshing will blur very quickly.  Even in the cellular industry there is an expectation that by 2010 there will be 5 times as many machines calling machines as people calling people!  Homes have a vast array of intelligent devices and at CES 2004 many advantages of networking them were demonstrated. But no one had a good answer for how the network would be deployed in the home.  It is a given that the network could include many devices. But the underlying technology must be transparent to a society that never figured out how to program a VCR. It must also be very reliable so that the Super Bowl touch down is not missed because someone turned on the microwave oven.  

For a home network much higher bandwidth is required. A compressed HDTV signal is in the order of 15mbits/sec. Today a 54Mbit OFDM radio translates to 22mbits of TCP/UDP throughput with a CSMA MAC, multiple hops and multiple users will rapidly reduce this. With an indoor range of 32feet many houses will require multi hopping to get whole house coverage.  If consumers are to buy the network components in a local electronics store the network elements must readily and easily self configure into a network with the minimum of effort by the consumer.

Just like the First Responder network the home network will be running many disparate applications. Video streaming (television), internet access, gaming and voice applications are likely to co-exist so QOS is clearly as important in the home network

Common Threads

While the two application segments described appear very different there are many common threads. It is likely that most, if not all, of these common threads will be pervasive when other applications are considered.  There are a number of well known attributes of Ad-Hoc networking that include

· Requiring less power

· Having the ability to be rapidly deployed and reconfigured

· Providing better frequency reuse

· Not requiring Lines of Sight (LOS)

· Being able to load balance around congestion

· Providing redundancy to deal with failure

· Requiring less centralized infrastructure

· Providing capacity and scalability improvements

All of which is true to some degree in these applications. But how does that translate to the requirements for a standard?

The critical components are:

· Fast Route discovery and even faster route switching

· Highly scalable 

· Self forming/Self healing.

· Coexistence

· QOS. 

Fast Route discovery is an issue of latency or delay. When I want to talk to another device I want it to happen quickly. Nothing frustrates me today as much as the delay in my DTV box from when I press a channel button to when something happens. Ideally I should be able to determine a route to a destination in less than 1 second. Route switching is even more critical. In the scenario where the kids turn on the microwave oven, I need  a new route for my live television feed in less than 100msec.  In reality as I am unlikely to be the only user of the network both the route discovery and route switching times will need to be 10 times faster than this. In order to achieve such fast route switching a high degree of physical layer awareness is necessary. You cannot wait for the link to break to find a new one!

All Ad-Hoc networks are looking to solve the problems of power limited transceivers so the number of devices needed to create the coverage and capacity needed will be high. Not only must the total number of devices be high but the overall system capacity must also be high. This is less about the bandwidth to a single device and more about the total amount of bandwidth available to share. This can be quantified as bits/hertz/sq area. In order to make a compelling economic argument it becomes bits/hertz/sq area/$. One area where this can be dramatically improved is with power control. The Routing layer must be able to control the transmit power and data rate based on it’s knowledge of the network and it’s current use to make best effect of this capability.

Wireless networks, as opposed to wireless links characterized by a client talking to an access point, are very complex.  The typical home user or first responder is not an RF or networking expert. So for any chance of widespread penetration the network components need the capability to create the network amongst themselves and maintain it. Effectively becoming transparent to the user. It is unlikely that a pure reactive or proactive algorithm is going to be able to support all these compromises so a hybrid algorithm will be needed.

Coexistence is inevitable. This creates a number of issues. Coexistence with respect to interference is managed to some degree by existing 802.11 standards but the emphasis is on random back-off with a client server mentality. Now coexistence must include security issues – should a device be allowed to be part of my network as well as network choice. Which network should a new device try to join?

QOS is more of an issue than in a stable wired network. For starters the underlying physical layer is very unreliable and this must be taken into consideration. Even with very static networks the RF link stability will fluctuate for a number of reasons.  In addition the RF medium is a scarce, shared resource making it a much more expensive resource than wire and there will always be contention for the bandwidth.
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