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The MIMO Cross-Talk Interference Problem:

 A novel Solution

Daniel N. Nissani (Nissensohn), Member, IEEE
Abstract—The performance of MIMO systems is known to be limited by a cross-talk interference phenomenon. This interference is usually solved by Sequential Interference Cancellation methods. A novel, efficient and simple alternative method is introduced. It is shown that the root source of this cross-talk interference effect lays in the imperfect nature of channel estimates. A functionally simple relationship is shown to exist between the singular values of a channel matrix and a matrix ‘figure of merit’ associated with this cross-talk interference. A pre-equalization method is proposed to transform a random original channel into a modified ’virtual’ channel with superior figure of merit. The penalty associated with this pre-equalizer operation is described along with several optimization strategies to select an optimal modified channel. Comparative performance simulation results are presented. Applying a 6 symbols short vector training sequence a performance gain of 20 db relative to plain LSE techniques is demonstrated at a prescribed BER point; and real time complexity is shown to consist of merely a single matrix-vector multiplication.

Index Terms—Channel Estimation, Cross-talk Interference, Matrix Channels, MIMO Systems, Multi Element Arrays, Pre-Equalization

I. INTRODUCTION

During recent years wireless Multi Input Multi Output (MIMO) schemes have been proposed whereby transmission and reception devices include multiple antenna arrays and associated transmission and reception circuitry. MIMO systems, when operated across richly scattering channels (such as typical urban and indoor channels) in conjunction with properly designed antenna arrays, promise to increase the link capacity in linear proportion to the rank of the channel matrix, effectively multiplying the overall data rate transferred through the channel. This is accomplished by means of splitting the data stream into several parallel sub-streams, each transferred through one of a set of separate scattering channel ‘modes’. The fulfillment of this capacity increase promise is however impeded by the ubiquitous effect of cross-talk interference whereby energy from one data sub-stream is induced into the other streams. This cross-talk interference is caused, as will be elaborated later, by the imperfect nature of the channel matrix estimation process due to transmission power, thermal receiver noise, and training sequence duration constraints. A widely used method introduced to deal with this cross-talk interference effect is the iterative Sequential Interference Cancellation algorithm [1] whereby following the ordering of received data sub-streams in descending magnitude of their respective received Signal to Noise Ratio (SNR), each sub-stream symbol is in turn estimated, ‘decided’ and cancelled from the incoming received vector. Other methods were devised based upon Adaptive Modulation techniques (e.g. [10]), whereby modulation mappings of varying throughput and BER efficiency (such as QPSK, 16-QAM, etc.) are applied according to the observed quality of the received sub-streams.  

MIMO systems can be broadly classified into those for which channel information is available, following a pre-assumed channel acquisition stage, at both the transmission and reception sides [2], [3] and those for which channel information is only available at the receiving side. In the first case channel information can be made available at the transmitting side by means of a return channel, as would typically be the case in Frequency Division Duplex 2-way systems where forward and reverse links are carried over separate frequency bands, or by means of direct channel estimation at this side as may be typical of Time Division Duplex systems, whereby the forward and reverse links are carried over the same frequency channel and where advantage may be taken of the Channel Reciprocity Theorem.

In this paper we propose a novel method of MIMO transmission and detection that copes with the cross-talk interference problem in a fundamentally different way, by exploiting certain features of the singular values (e.g. [9]) of the propagation channel matrix. We focus our attention on systems that belong to the first class mentioned above, namely those where channel information is available at both the transmitting and receiving sides.  

This paper is organized as follows: in Section II we introduce our model, demonstrate the ubiquitous MIMO cross-talk interference effect which fundamentally limits MIMO performance, and define the significant relationship that exists between the singular values of a channel matrix and the observed cross-talk interference. In Section III we propose an implementation of MIMO transmitters and receivers, which exploit the insight gained in the previous section. Simulation results are presented in Section IV. We provide concluding remarks in Section V.

II. CROSS-TALK INTERFERENCE AND CHANNEL MATRIX SINGULAR VALUES

In order to briefly demonstrate the root cause of the aforementioned cross-talk effect we turn our attention to a basic MIMO system as depicted in Figure 1. In our complex base-band model we denote by L and R the number of radiating elements (along with their appropriate transmission and reception circuitry) on the transmission and receiving sides respectively; by 
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whose elements hij, are assumed to be normalized (i.e.   E [| hij |2] = 1) quasi-stationary, non-correlated complex random variables with complex normal probability distribution; by 
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the complex, discrete time user data sub-streams vector sequence, where m denotes the discrete time index; and by 
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the complex base-band transmitted, received and recovered vector sequences respectively. We further denote by Hn the noisy estimate of H available at the receiving side, estimated during an implicit finite duration training stage, during which symbol timing and carrier frequency have been also acquired to satisfactory accuracy. Then we have  

y = H A s + n = H x + n  











(1)

where 
[image: image7.wmf]R

C

n

Î

 is the (usually white, normally distributed) additive complex base-band thermal noise, A is a real diagonal L x M power allocation (and re-dimension) matrix and where we have omitted for simplicity the discrete time index. A noisy version z of our sub-stream sequence s may then be recovered by first solving for r, an estimate of x, by application of any suitable estimation algorithm, followed by re-scaling by means of A+, the (pseudo) inverse of A. Applying, for example, a Least Square Estimation (LSE) scheme our x estimate is 

r =  (Hn’ C-1 Hn)-1 Hn’ C-1  y










(2)

where we have applied our channel estimate Hn in lieu of the actual channel matrix H since this is the only channel information available at this side, and where C is the covariance matrix of n and ( .)’ denotes the conjugate transpose operator. The estimate error in this case is  


e =  r – x = ((Hn’ C-1 Hn) -1  Hn’ C-1  H – I) x 

 + ((Hn’ C-1 Hn) -1  Hn’ C-1  n



(3)

where we have employed (1) and (2) above and where I is the identity matrix. The second term in (3) is readily recognized (e.g. [4]) as the usual LSE error expression. In cases where the channel estimate is perfect, i.e. where    Hn = H, the first term nulls out and the estimate error is only affected by the thermal noise n. However, in the realistic case where power and time limitations result in a noisy channel estimate then Hn 
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 H, the first term does not vanish and each component of the error vector e contains energy from the other transmitted vector components. This is the cross-talk interference term that the for-mentioned methods such as Sequential Interference Cancellation, Adaptive Modulation (and ours for the same token) attempt to combat.
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Figure 1: Basic base-band MIMO model, with no channel information at the transmitting side

As mentioned above, in a broad class of MIMO systems on which we shall focus hereon, channel information is, or can be made, available at the transmitter side. In these cases, it is convenient to decompose the estimated channel matrix Hn by means of the Singular Value Decomposition (SVD) so that 

Hn = Un Dn Vn’














(4)

where Un and Vn are unitary complex matrices (i.e. Un Un’ = I, etc.) of dimensions R x M and M x L respectively, Dn is a real diagonal matrix of dimension M x M containing, in descending order, the non-negative singular values of Hn (which are in fact the square roots of the eigen-values of Hn Hn’ or Hn’ Hn ) and where the subscripts n are again a reminder of the noisy nature of our channel estimate Hn. A MIMO system based on such assumption and decomposition is described in Figure 2 where we assume for simplicity, that the channel estimation is carried over the receiving side and its result is implicitly (either by repetition of the channel estimation process or by some return channel) made available at the transmitting side as well. It is further convenient in such systems, as will become evident in the next paragraphs, to apply the above mentioned right hand side unitary matrix Vn and left hand side unitary matrix Un prior to transmission and just following reception respectively. The transmitted, received and recovered vectors x, y and r are, in this case

x = Vn A s
















(5)

y = H x + n
















(6)

and

r = Un’ y = Un’ H x + Un’ n 


= (Un’ U) D (V’ Vn ) A s + Un’ n

= B s + Un’ n














(7)

where we have singular value decomposed the actual channel H = U D V’, where A is a real diagonal power allocation matrix designed so that the total transmission power E[x’ x] is preserved to (say) unity, and where B is used for shorthand. 
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Figure 2: Basic base-band MIMO model, with channel information at the transmitting side

We note that since Un is unitary there is no change in the noise power after Un’ application. Momentarily assuming that we are able to achieve perfect (noiseless) estimates of our channel H then Un = U, Vn = V and recalling that U’ U = I etc., we immediately have

rp = D A s + U’ n














(8)

 where the subscript p denotes ‘perfect’ channel knowledge. Thus the received vector in this case is simply a scaled version of the transmitted vector sequence s, scaled by the diagonal elements of both A and D, and corrupted by the receiver noise. We note that since D diagonal elements are arranged in descending order, each subsequent data sub-stream element si is subject to a decreasing channel gain that obviously affects its reception SNR. Following the ‘water pouring’ scheme of [5] the aforementioned diagonal power allocation matrix A is sometimes designed so that, in order to maximize capacity, more power is allocated to the higher gain (and thus higher SNR) sub-streams. Of course, for practical reasons, with a time and power limited training stage, it is not realistic to get a perfect channel estimate. In such a case the products Un’ U and V’ Vn do not precisely equal I nor are they diagonal anymore. Hence B of (7) is a non-diagonal perturbation of the diagonal matrix product  (D A) and it can be readily seen that this deviation generates cross-talk noise in full analogy to our analysis of (3) above: energy from all sub-stream elements sj is induced into every other sub-stream si, i 
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 j. Here again detection could be achieved by application of the aforementioned ‘brute force’ iterative and relatively complex Sequential Interference Cancellation algorithm. We shall propose an alternative, simple (in terms of computational complexity) and robust (in terms of performance predictability) method instead. 

It can be shown that for a given sample realization of our random channel matrix H and for a population of random channel estimates Hn  = H + dH of given covariance the observed cross-talk power SNR of sub-stream si is a random variable. A suitable measure Si, function of the random matrix H and of cov(Hn) (or equivalently, of the receiver antenna element mean SNR 
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), may be defined in order to characterize this cross-talk SNR random variable, for example 

Si = Si (H; cov(Hn ))  = Si (H; 
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defined so that  

Pr {
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  > Si} = T,
   i = 1,2,..M







(9a)

where 
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 is the cross-talk SNR associated with sub-stream si , and T is some appropriate demanding threshold (T = 0.9 could be a typical value). Alternative measures Si such as the mean  E [
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] of the cross-talk SNR (over a population of Hn) can be defined as well. We may refer to this measure Si as a figure of merit of the channel matrix H, the higher it is the higher is the cross-talk SNR which can be achieved for the corresponding sub-stream si. While the relation between the value of Si and an instance of the random channel H is functionally deterministic, the measure Si, being a function of the random matrices H, is itself a random variable. The simulated probability cumulative distribution function of S1, S2 and S3 corresponding to sub-streams s1, s2 and s3 and to D1, D2 and D3, the singular values of H in descending magnitude order, are shown in Figures 3a, 3b and 3c respectively for L = R = 3 and receiver antenna element mean SNR 
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= 20db. 

Inspecting Figure 3 it is evident that ‘not all matrices are born equal’ and that the vast majority of the  (randomly picked) channel matrices H suffer from high cross-talk noise; for example Figure 3a shows that only 20% of all matrices H maintain, for the best sub-stream s1 (associated with the largest singular value D1 and thus with the greatest channel ‘eigen-mode’ gain) a cross-talk S1 figure of merit measure greater than 20db, comparable to the prescribed receiver antenna element mean SNR. It will non-surprisingly then be demonstrated in a later section, that plain and direct application of weight matrices Vn and Un as prescribed by (7) above, will yield extremely poor probability of bit error results under reasonable conditions of imperfect channel estimation.
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Figure 3: Channel Matrix cross-talk interference Figure of Merit cumulative distribution functions for s1  (Figure 3a), s2 (Figure 3b), s3 (Figure 3c), with L = R = 3 and receiver antenna element mean SNR 
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As analyzed by Matrix Perturbation Theory (e.g. [6]), the orthogonality perturbation factors (Un’ U) and (V’ Vn) of B of  (7) above, which are actually the root cause of the cross-talk effect, are exclusively functionally dependent on certain relationships between the singular values Di of the channel matrix H. Hence, rather than expressing Si as a function of H as by (9) above it is possible, and more convenient and efficient, to describe Si in terms of the much lower dimensionality D-space, that is

Si = Si (D1 , D2 , … DM; 
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 i = 1,2,…M

(10)

While analytically obtaining a closed form expression of this mapping is a challenging task, such an expression can be readily calculated applying Monte Carlo simulation. The resultant multi-variable (in D-space) Si scalar functions can be shown to be continuous and smooth. Schematic typically achieved plots of S1and S2 figures of merit (corresponding to sub-streams s1 and s2) as function of Di are shown in Figure 4a, 4b, by means of sequences of ‘iso-merit’ hyper-surfaces F1i and F2j, i.e. hyper-surfaces upon which the corresponding figures of merit of H are constants c1i and c2j respectively. Iso-merit hyper-surfaces located farther away from D-space origin enjoy a higher figure of merit, i.e.   ci1 
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 ci3, etc. Hence we have

F1i (D1, D2; c1i) = 0, 


i = 1,2,…






(11)

F2i (D1, D2; c2i) = 0, 


i = 1,2,…

We note in Figures 4a,b that the hyper-surfaces domains are restricted to regions of D-space so that our singular values ordering constraint D1 
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 D2 
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0 is maintained. Each such hyper-surface may actually be considered to be a discriminant function [7] which divides our separable D-space into 2 disjoint regions: a relatively high cross-talk SNR region at which Fki (D1, D2; cki) 
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 0 where Sk 
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 cki   and a relatively low cross-talk SNR region at which Fki (D1, D2; cki) < 0 and where Sk < cki. We denote such high cross-talk SNR regions by Gki  (G for ‘Good’) of which only G23 is shown in Figure 4b for illustration purpose. Of course (10) and (11) above are equivalent representations of the same functionality. Both can be typically approximated by low order polynomials in Di. Finally, it can also be shown that the cross-talk SNR is proportional to the receiver antenna element mean SNR 
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so that our normalized expressions (10) and (11) can be applied, by proper scaling, across our receiver antenna element mean SNR range. 
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Fig. 4a
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Fig. 4b
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Figure 4: Typical ‘iso-merit’ discriminant hyper-surfaces in D-space (Figures 4a, 4b). Selected constraints set (G12 
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 G21) and channel matrix Hn transformation into Hm illustration (Figure 4c)

III. TRANSMITTER AND RECEIVER IMPLEMENTATION

Having sketched in the last section simple and convenient ways to define relationships between a channel matrix H, its singular values D and the expected cross-talk interference affecting the different data sub-streams as result of our imperfect estimation of H (in terms of the respective figures of merit Si), we now proceed to devise means to exploit this insight and implement our transmitter and receiver structures by proper modifications to our basic MIMO system of Figure 2 as described in Figure 5. 


[image: image34.wmf]Q

U

m

'

P

V

m

x (m)

y (m)

w (m)

r (m)

Channel

Processor

H

n

; A

, V

m

, P

; U

m

, Q

y (m)

A

z (m)

H

H

m

s(m)

Figure 5: Proposed MIMO system model

We presently introduce a Pre-Equalizer matrix operator P, to be applied at the transmitter side following the application of the aforementioned weighting matrix Vm and prior to the actual symbol radiation (we use the subscript ‘m’ for ‘modified’ for reasons that will become clear momentarily). Such a Pre-Equalizer effectively creates a modified ‘virtual’ channel Hm between the transmitter and receiver weighting matrices Vm and Um which supposedly enjoys a better singular values matrix Dm  (in the sense of cross-talk interference and the associated channel figures of merit) than the original channel singular values matrix Dn.  This is schematically illustrated in Figure 4c. A suitable Pre- Equalizer is

P = Vn Dn-1 Dm
















(12)

so that the modified channel Hm is

Hm = Hn P = (Un Dn Vn’ ) (Vn Dn-1 Dm) =  Un Dm I


(13)

where a pseudo-inverse of Dn may be used when the inverse does not exist. The weighting matrices may then be immediately derived by direct inspection of (13):

Vm = I



















(14)

and

Um = Un


















(15)

so that Hm = Um Dm Vm’ as required; we note that a unitary matrix other than I could have been used in (14) provided that it is included in the definition (12) of P.

While the application of a Pre-Equalizer P may result in a modified channel Hm with superior cross-talk interference properties as discussed above, there is generally a penalty incurred in its application. This penalty is due to the fact that P is generally not unitary and an adjustment in output power is required if we are to maintain the aforementioned transmission power constraint. This adjustment is conducted by means of a scaling down of the power allocation matrix A, by a factor reflecting the power gain of P, namely
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where the sum in (16) is the result of application of the trace operator upon P as defined by (12); the scaling factor of A is then 
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. Since each of the data sub-streams is now multiplied by this attenuating factor prior to transmission, its received SNR will be affected, even though the overall transmission power remains unchanged.

We have so far discussed aspects related to the modification of an original channel with singular values Dn into a modified effective channel with singular values Dm. We have not however prescribed ways to select this supposedly superior channel. Several strategies are possible in this respect, which are based on the fact that both a gain (in cross-talk interference) as well as a loss (due to transmission power re-scaling) are incurred in this channel pre-equalization act. A simple though non-optimal strategy is based on the concept of discriminant functions introduced in Section II. We refer again to Figure 4. Since an equal cross-talk interference SNR is associated with each of the aforementioned iso-merit hyper-surfaces we may prescribe suitable figures of merit, say c12 and c21 corresponding to the discriminant functions F12 and F21 and sub-streams s1 and s2 respectively. As illustrated in Figure 4c the set of points in D-space that satisfy the conditions S1 
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 c12 and S2 
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 c21, is G21 
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 G12. Since we wish to achieve these figures of merit or better with minimum loss due to power re-normalization, we may formulate our constrained optimization problem as
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subject to
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and

Dm1 
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(17b)

where we have denoted by Gi the selected ‘Good’ sets of the different sub-streams. The constraints sets (17a) may be explicitly expressed by the described functional inequalities  Fki (D1, D2; cki) 
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 0 which in turn may be approximated by simple low order polynomials in D as was mentioned in the previous section. We note that (17) yields, in a certain sense, a minimum norm solution, calibrated by the singular values Dn of the original channel. We note also that in the relatively rare cases (as predicted by Figure 3) where the random channel Hn singular values belong a-priori to the set G of (17a) above, no Pre-Equalizer needs to be applied. Finally, it may be noted that in some cases the incurred loss may be large, i.e. 
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; in these (exceptional) cases we may use the original channel (assuming its performance is acceptable), or transmit less sub-streams, relaxing in this way our constraint (17a), or we may set less demanding figures of merit Si for some of our sub-streams. 

As mentioned above other strategies suitable for the selection of a proper modified channel Hm may be applied. We denote by 
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the total (i.e. due to cross-talk and receiver noise) SNR for sub-stream si at the original and modified channels respectively, where 
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 is the receiver antenna element mean SNR.  These total SNR expressions may be readily calculated since we are now able to compute the appropriate figures of merit Si at Dn and Dm from which the cross-talk noise power (or quantities closely related to this power) may be immediately derived, and since the thermal noise power for each sub-stream si, affected by the channel ‘modes’ gains Dni and Dmi may also be computed. Recalling that the loss incurred in our channel pre-equalization is 
[image: image51.wmf])

;

(

n

m

D

D

b

 as defined by (16) above we may then express the net SNR gain for sub-stream si by 
[image: image52.wmf]))

;

(

)

;

(

/(

)

;

(

n

m

a

n

i

a

m

i

D

D

D

t

D

t

b

g

g

g

g

×

. Hence another possible solution for Dm could be the optimization result of a suitable weighted sum of all sub-streams net total SNR gain, such as 
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subject to 

Dm1 
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where 
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 0 are some suitably defined scalar weighting factors. 

We have so far dealt with the effect of cross-talk interference induced upon each data sub-stream by the other sub-streams as reflected by the non-diagonal elements of the matrix B of (7) above. An additional effect, due this time to the impact of this same orthogonality error upon the diagonal elements of B is discussed next. This effect creates, an individual complex distortion (actually a phase and amplitude perturbation from the corresponding real (Di .Ai) scalar) of each sub-stream si, independent of the other sub-streams data and it can be easily post-equalized by means of a Post-Equalizer matrix operator Q as shown in Figure 5. No balancing penalty is incurred in the application of Q, in contrast with the Pre-Equalizer case. In order to calculate Q a short diagonal training matrix may be transmitted during the channel acquisition stage after the initial channel training (itself conducted by means of the transmission of another, non-diagonal and equal singular values training matrix) and Pre-Equalizer calculation and application. The Q training matrix is diagonal in order to avoid any sub-streams cross-talk effects. The details of both training stages are omitted herein for the sake of brevity.

Summarizing this section, the governing equations of our MIMO system transmitted, received and recovered signal vectors respectively, following the training stages during which Hn, Hm, A, Vm, Um, P, and Q are calculated (at one or both sides as mentioned above), are then

x = P Vm A s














(19)

y = H x + n















(20)


and

z = Q Um’ y















(21)

It is evident, but nevertheless can be pointed out, that once the ‘off-line’ calculations have been executed (during the acquisition stage of a transmission burst), the processing required in the receiver and transmitter for symbol transmission and reception are non-iterative, and consist simply of matrix multiplications. Moreover the matrix factors        (P .Vm .A) and (Q .Um’) of (19) and (21) above can be pre-calculated so that, in fact, only a single matrix-vector multiplication is required at each side for each transmitted symbol. 

IV. SIMULATION RESULTS

In order to validate the concepts introduced along this paper a base-band simulation platform was developed and coded in Matlab. In a separate, preliminary stage, the figures of merit functional relationships Si and Fki of (10) and (11) above were approximated by means of Monte Carlo and curve fitting techniques, into low (actually first and second) order polynomials in D. The resultant polynomial coefficients, for the selected MIMO configuration, were then used by the aforementioned simulation platform. The initial simulation results shown throughout this section were run on this platform with a MIMO configuration of L = R = 3, random channel matrices H of complex, frequency non-selective, quasi-static (no channel change during burst transmission), uncorrelated, normally distributed elements, normalized so that E [| hij |2] = 1. An additive white, complex normally distributed noise vector of dimension R was generated, with i.i.d elements, and calibrated variance so that prescribed receiver antenna element mean SNR values 
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were measured at the receiving antenna elements. Two short training matrices, both of dimension L x L, were transmitted, column by column, with (unity) power constraint, prior to the data burst transmission, the first non-diagonal of equal singular values (for purpose of Hn estimation and Hm, A, Vm, Um and P calculation), and the second diagonal (for Q computation). The power allocation matrix A was calculated so that equal power was allocated to each data sub-stream (as opposed to the optimal aforementioned ‘water pouring’ scheme) and so that the total (unity) transmitted power constraint was maintained. A threshold was set in order to detect and except cases for which the incurred loss 
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 in the application of P was excessive; the resultant probability of channel exception was approximately 0.03. Each burst consisted of a pseudo random sequence of 100 QPSK modulated symbols and a new channel H was picked at random for every new burst. The results shown are based upon modified channel Hm calculation based on the (non-optimal) optimization scheme (17) above. The selected discriminant functions figures of merit were c1 = 100 (20 db), c2 = 20 (13 db), and c3 = 6 (7.8 db) for s1, s2, and s3 sub-streams respectively, all normalized to a receiver antenna element mean SNR of 20 db. Referring again to Figure 3 we notice that the probability that the figures of merit of a random channel surpass each of these corresponding values is merely 0.2. No significant parameters fine-tuning was done with respect to discriminant functions prescription for the different sub-streams, exception threshold, etc. For purpose of comparative evaluation two additional transmitter/ receiver pairs were run in parallel (i.e. under the same symbol stream, interfering noise and random channels):  a  ‘naïve’ transmitter / receiver pair which did not include any of the artifacts introduced in this paper (in fact providing a straightforward Zero Forcing implementation as in (7) above) and an ‘ideal’ transmitter/ receiver pair for which perfect channel estimation was assumed, and thus no cross-talk interference was experienced as in (8) above. For every receiver antenna element mean SNR value a sample set of random channels of appropriate size was generated. Each channel selection was followed by training matrices transmission, artifacts calculation and data burst transmission and reception as described above. After transmission of the last burst of the last channel for a specific receiver antenna element mean SNR, the probability distribution function (pdf) of each sub-stream SNR was estimated. The probability of bit error Pb, at that receiver antenna element mean SNR value was then integrated (following e.g. [8]) for each sub-stream applying the corresponding aforementioned estimated pdf.

Figures 6a, 6b and 6c present the probability of bit error Pb vs. the mean SNR per bit

Eb/No  (= 
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g

/ 2 for QPSK) for s1, s2 and s3 data sub-streams respectively, according to the configuration and parameters defined in the previous paragraph.
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Figure 6: Probability of error Pb vs. average Eb/No, for a ‘naïve’ (no artifacts, imperfect channel estimate, ‘x’ in plot), an ‘ideal’ (no artifacts, perfect channel estimate error, ‘+’ in plot), and our proposed MIMO system (‘o’ in plot), with L = R = 3. Figures 6a, 6 b, and 6c show sub-streams s1, s2, s3 corresponding to channel matrix decreasing (in magnitude) singular values respectively

 The upper (worst performance, indicated by ‘x’) plot on each figure represents the link performance results for the ‘naïve’ (imperfect channel estimates, cross-talk interference, no artifacts) implementation as per (7) above; its performance is mainly affected by the cross-talk phenomenon. The lowest (best performance, indicated by ‘+’) plot shows the performance of the ’ideal’ (perfect channel estimates, no cross-talk interference, no artifacts) as per (8) above; it is dominated by a chi-square SNR pdf (reflecting diversity gain) and by the sub-stream ‘mode’ gain (known as array gain with regards to the first, dominant, sub-stream). Finally, the in-between (indicated by ‘o’) plot provides the corresponding performance results of a transmitter / receiver pair where the concepts presented in this paper (imperfect channel estimates, cross-talk interference, artifacts) were implemented. We note, for example, that our proposed method yields, at a representative BER of 1 x 10E-6, a performance gain of about 20 db, relative to the ‘naïve’ implementation for s1, while a gap of about 5 db remains between our method and the ‘ideal’ case. In regard of this performance gap we note again that the optimization strategy (17) implemented and used to achieve these preliminary results is non-optimal (as opposed to e.g. (18) above) and that no fine-tuning, in terms of the selection of cki,
[image: image65.wmf]b

threshold and other parameters, was carried out. The performance gap between our method and the ‘ideal’ perfect channel estimate case is seen to subsequently decrease for higher order sub-streams, reducing to merely about 0.2 db at 1 x 10E-3 BER for s3  (Figure 6c). The superior performance of s1 respective to s2 and of s2 with respect to s3 is noticed: for example an Eb/No of about 17 db is required, with our method, to achieve an error probability of 1x 10E-6 for s1 (Figure 6a) while about 27 db are required for s2 to achieve the same performance (Figure 6b). This is obviously due to the greater average channel ‘mode’ gain of the s1 sub-stream, relative to the s2 sub-stream, as result of its higher mean singular value, as mentioned above.  

V. SUMMARY AND CONCLUDING REMARKS

The inherent performance limitation of MIMO systems of different classes due to the naturally imperfect channel estimation process and the resultant cross-talk interference effect was described. This basic limitation has been usually worked around, in current art, by means of application of Sequential Interference Cancellation methods. These, with their associated computational structures are complex. Moreover they are essentially ‘brute force’ schemes, which do not take advantage of inherent properties of complex random matrices.

A fundamental relationship between the singular values of the propagation channel matrix and this cross-talk interference phenomenon was exposed, an associated metrics, a so-called channel matrix ‘figure of merit’ was defined, and a mapping from D-space (the space of channel matrix singular values) into this figure of merit was schematically illustrated. 

In a broad class of MIMO systems channel matrix information is available, or can be made available, at the transmission side. Such information can be naturally extracted in 2-way wireless TDD systems (Time Division Duplex, such as state of the art Wireless LANs) where the channel information acquired at the receiver of each side is relevant and can be effectively made available to the transmitter at the same side (provided that no major channel changes occur during a reception / transmission cycle). Moreover, even in FDD systems (Frequency Division Duplex, like most cellular networks) the overhead incurred in the return of channel information from a receiver side to the transmitter at the other side may well be balanced by the simplicity of the method proposed in this paper. For such systems where channel information is available at the transmission side a novel, simple method was proposed in this paper whereby a Pre-Equalizer matrix operator is applied prior to transmission so that an effective ‘virtual’ channel, with superior cross-talk properties is created (as a modification of the original channel) and observed between the transmitter and receiver sides. A simple means to prescribe such a Pre-Equalizer was proposed. The penalty incurred in the application of this Pre-Equalizer was described, and several optimization problem formulations were proposed which may yield an optimal (in a certain sense) modified ‘target’ channel. Exception mechanisms employed to exclude cases where said penalty is excessive were also described. It was further shown that an additional, different effect of self-interference exists, also due to the orthogonality miss-match between the estimated and actual channel matrices. This additional interference was shown to be solvable by means of the use of an additional, diagonal, training matrix and the application of a Post-Equalizer at the receiver side.

The main relevant implementation complexity, the complexity of the ‘real time’ symbol processing of the proposed method, is low: it merely requires, for each transmitted symbol, a single matrix-vector multiplication at the transmitter and a single matrix-vector multiplication at the receiver. These operations can be carried out both at the time domain (like in single carrier systems) or at the frequency domain (such as in multi-carrier, OFDM systems). Comparative promising initial simulation results shown in this paper prove the feasibility and efficiency of the proposed method. Furthermore, since the proposed method is based on fundamentally different mathematical principles than current MIMO art schemes such as Sequential Interference Cancellation or Adaptive Modulation, it is possible for these latter to be applied on top of our proposed model in order to further enhance performance. Other, well-known communication techniques like Forward Error Correction, Water Pouring (for optimal power allocation), etc. could obviously be applied as well.
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