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Abstract

This submission contains normative text to solve various issues regarding TSPEC and QoS Schedule Element.

Editing instructions are shown (like this).

7.1.3.5 QoS Control field
Change the contents of subclause 7.1.3.5 as shown:

The QoS Control field is 16-bit field that identifies the TC or TS to which the frame belongs and various other QoS-related information about the frame that varies by frame type and subtype. Each QoS Control field comprises 5 subfields, as defined for the particular sender (HC or WSTA) and frame type and subtype.  The usage of these subfields and the various possible layouts of the QoS Control field are described below and illustrated in Table 3.1.

Table 3.1 – QoS Control field

	Bits 0-3
	Bit 4
	Bits 5-6
	Bit 7
	Bits 8-15
	Usage

	TID
	Reserved
	Ack Policy
	
Schedule Element
	TXOP limit in units of 32 microseconds
	QoS data type frames that include CF-Poll sent by the HC

	TID
	Reserved
	Ack Policy
	
Schedule Element
	Reserved
	QoS data type frames without CF-Poll sent by the HC

	TID
	Reserved
	Ack Policy
	Reserved
	Queue size in units of  256 octets
	QoS data (non-null) frames sent by WSTAs

	TID
	0
	Ack Policy
	Reserved
	TXOP duration requested in units of 32 microseconds
	QoS null frames sent by WSTAs

	TID
	1
	Ack Policy
	Reserved
	Queue size in units of 256 octets
	


7.1.3.5.1 TID field

The TID field identifies the TC or TS to which the corresponding MSDU, or fragment thereof, in the frame body field belongs; or, in the case of QoS null the TC or TS of traffic for which a TXOP is being requested. The TID field contains the value of the priority parameter from the MA-UNITDATA.request primitive that provided the MSDU to which the QoS control field applies. The format of the TID field is shown in Figure 14.1. Additional information on the interpretation of the contents of this field appears in 6.1.1.2. 

	Bit in QoS Control field:
	0
	1
	2
	3

	UP for prioritized QoS (TC):
	User priority
	0

	TSID for parameterized QoS:
	TSPEC selector
	1


Figure 14.1 – TID field

7.1.3.5.2 Ack Policy Field

The Ack policy is two bits in length and identifies the Ack policy that shall be followed upon the delivery of the MPDU. The interpretation of these two bits is given in Table 3.2. 

Table 3.2 - Ack combination in QoS data frames

	Bit in QoS Control field:
	Bit 5
	Bit 6
	Meaning

	
	0
	0
	Normal acknowledgement. 

The addressed recipient returns an ACK or QoS (+) CF-ACK frame after a SIFS period, according to the procedures defined in 9.2.8, 9.3.3 and 9.10.3

	
	0
	1
	Reserved

	
	1
	0
	No Acknowledgement

The addressed recipient takes no action upon receipt of the frame. The transmitter shall assume that the frame has been received successfully without regard of the actual result.

	
	1
	1
	Group Acknowledgement

The addressed recipient shall take no action upon the receipt of the frame except for recording the state. The recipient can expect a Group Ack Request frame in the future to which it shall respond with the procedure described in 9.11.


Insert the following subclause and renumber as necessary: 

7.1.3.5.3 Schedule Element field

The schedule element bit is set to 1 by the HC if there is a pending Schedule QoS Action frame that needs to be sent to the WSTA to which the current frame is addressed.
7.1.3.5.4 TXOP limit field

The TXOP limit field is an 8-bit field that is present in QoS data type frames of subtypes that include CF-Poll and specifies the time limit on a TXOP granted by a QoS (+)CF-Poll from an HC in a QBSS. In QoS data type frames with subtypes that include CF-Poll, the addressed QSTA is granted a TXOP that begins a SIFS period after this frame and lasts no longer than the number of 32-microsecond periods specified by the TXOP limit value. The range of time values is 32 to 8160 microseconds. A TXOP limit value of 0 is used for TXOPs without an individually specified temporal extent. Any WSTA receiving a QoS (+)CF-Poll with TXOP limit =0 shall obey the rules pertaining to the temporal extent of EDCF TXOPs under HCF, specified in the HCF TXOP usage rules in 9.10.2.3.  In QoS control fields of frames transmitted by an HC with subtypes that do not include CF-Poll the TXOP limit field is reserved.

7.1.3.5.5 Queue size field

The queue size field is an 8-bit field that indicates the amount of buffered traffic for a given traffic category at the WSTA sending this frame. The queue size field is present in all non-null QoS data type frames sent by STAs associated in a QBSS. The queue size field is also present in QoS null frames and sent by these stations with bit 4 of the QoS control field set to 1. The queue size value is the ceiling of the total size, in units of 256 octets, of all MSDUs buffered at the QSTA (excluding the frame body of the present QoS data frame) in the delivery queue used for MSDUs with TID values equal to the value in the TID subfield of this QoS Control field. A queue size value of 0 is used solely to indicate the absence of any buffered traffic in the queue used for the specified TID. A queue size value of 254 is used for all sizes greater than 64768 octets.  A queue size value of 255 is used to indicate an unspecified or unknown size. If a QoS data type frame is fragmented, the queue size value may remain constant in all fragments even if the amount of queued traffic changes as successive fragments are transmitted.

7.1.3.5.6 TXOP duration requested field

The TXOP duration requested field is an 8-bit field that indicates the duration, in units of 32 microseconds, which the sending station desires for its next TXOP. The range of time values is 32 to 8160 microseconds. The TXOP duration requested field is present in QoS null frames sent by WSTAs associated a QBSS with bit 4 of the QoS control field set to 0. A value of zero in the TXOP duration requested field indicates that no TXOP is requested.

TXOP duration requested values are not cumulative.  A TXOP duration requested for a particular TID supercedes any prior TXOP duration requested for that TID.  A value of zero indicates that no TXOP is required for that TID.  This may be used to cancel a pending unsatisfied TXOP request when its MSDU is no longer queued for transmission.

Change the text of the subclause presently numbered 7.1.3.5 as shown:

7.1.3.7 Frame Body field

The Frame Body is a variable length field and contains information specific to individual frame types and subtypes.  The minimum frame body is 0 octets.  The maximum length frame body is defined by the maximum length (MSDU + ICV + IV), where ICV and IV are the WEP fields defined in 8.2.5 2304 octets of MSDU or MMPDU content plus 0 or more octets of MPDU expansion to accommodate the fields added by the privacy  function, as specified in clause 8.

The following heading is present to show the new number of the FCS field subclause.  The contents of the FCS subclause are not modified.

7.1.3.8 FCS field

Add the following paragraph where appropriate:
A WSTA that receives a frame from the HC with the Schedule Element bit in the QoS control field set to 1, shall remain in the awake state after the TXOP is finished to receive the Schedule QoS Action frame from the HC. If the Schedule QoS Action frame is not received within dot11ScheduleTimeout after the end of the TXOP, the WSTA may go to power save mode.
7.4.1 QoS Management Actions

Change the contents of subclause 7.4.1  as shown:

The Management Action codes within the QoS category are defined in Table 20.4.

Table 20.4 – QoS Action codes

	Code
	Meaning

	0
	ADDTS request

	1
	ADDTS response

	2
	DELTS

	3
	Reserved

	4
	Schedule 

	
	

	6
	ADDGA request

	7
	ADDGA response

	8
	 DELGA request

	9
	 Reserved

	10
	APSD

	11– 255
	Reserved


7.4.1.1 ADDTS QoS Action frame formats
Change the contents of subclause 7.4.1.1 as shown:

The ADDTS QoS Action frames are used to carry TSPEC and optionally TCLAS Elements to set up and maintain traffic streams using the procedures defined in 11.5.
The Action Body of the ADDTS request QoS Action frame is defined in Figure 42.16.  The Dialog Token, Traffic Specification, and Traffic Classification in this frame are contained in an MLME-ADDTS.request primitive that causes the frame to be sent, except for the Surplus Bandwidth Allowance, Minimum Service Interval, Maximum Service Interval, and Minimum PHY rate, which are generated within the MAC.
The Action Body of the ADDTS response QoS Action frame is defined in Figure 42.17.  The Dialog Token, Traffic Specification, Schedule Element and Traffic Classification in this frame are contained in an MLME-ADDTS.response  primitive that causes the frame to be sent.

The TSPEC element and optional TCLAS Element contain QoS parameters that define the TS.  The TS is identified by the TSID and Direction fields within the TSPEC.  The TCLAS is optional at the discretion of the WSTA that sends the ADDTS QoS Request frame. The HC announces the schedule in the ADDTS response frame.  The HC shall support receiving and sending ADDTS QoS Action request and response frames that include this element. 
The action-specific status codes are defined in table 20.5.
Table 20.5 Status Codes

	Status Code
	Result Code
	Definition

	0
	 Action completed Successfully
	The TS has been created with the parameters contained in the Action Body of the request frame.

	1
	Unrecognized Action Code
	This should not occur.

	2
	INVALID_PARAMETERS
	No TS has been created because one or more parameters have invalid values.

	3
	ALTERNATIVE
	The TS has been created with the parameters contained in the Action Body of the response frame.  These are not the same as the parameters in the request frame.

	4
	REFUSED
	The TS has not been created because the request cannot be honored at this time due to other QoS commitments.

	5-255
	Reserved
	



.

	Octets: 44
	0 or 5-255

	TSPEC 
Element
	TCLAS Element (optional)


Figure 42.16 – Add TS request action body

	Octets: 44
	Octets: 16
	0 or 5-255

	TSPEC 
Element
	 Schedule Element
	TCLAS Element (optional)


Figure 42.17 – Add TS response action body
7.4.1.2 DELTS QoS Action frame format
Change the contents of subclause 7.4.1.2 as shown:

The DELTS QoS Action request frame is used to delete a traffic stream using the procedures defined in 11.5.

The Action Body of a DELTS QoS Action frame is defined in Figure 42.17. Only the TSID and Direction fields of the TSPEC element are significant, all other fields are undefined.  

	Octets: 44

	TSPEC Element


Figure 42.18 - Delete TS action body

A Delete TS QoS Action frame is used to delete a traffic stream characterized by the TSPEC element included in the frame.  A Delete TS QoS Action frame may be sent from the HC to the source station and/or destination station(s) of that traffic stream, or vice versa, to indicate an imperative request, to which no response is required from the recipient station(s).

7.4.1.3 Schedule QoS Action Frame format
Change the contents of subclause 7.4.1.3 as shown:

The Schedule QoS Action Body may be transmitted by the HC to a WSTA. The Schedule QoS Action frame contains the schedule information element. This information may be used by the WSTA for power management, internal scheduling or for any other purpose. The action body of the Schedule QoS Action Frame is defined in Figure 42.18. 

	Octets: 16

	Schedule Element


Figure 42.18 - Schedule frame action body


7.4.1.4 ADDGA QoS Action frame format

An ADDGA QoS Action frame is used to initiate group acknowledgement for a specific TC or TS between the SA and RA in the header as described in 9.11. 

The action body of an ADDGA request QoS Action frame is defined in Figure 42.19. TID contains the value of the TC or TS for which the Group Ack is being requested. The transmit buffer size is the available buffer for the group in the sender side. This field is intended to provide guidance for the receiver to decide its Re-ordering buffer size, and is advisory only. When this subfield is set to 0, this information is not available from the transmitter. 

	B0
	B3
	B4
	B7
	B8
	B15

	Reserved
	TID
	Transmit Buffer Size

	Octets:                2


Figure 42.19 - ADDGA request action body

The action-specific status codes of an ADDGA response QoS Action frame are defined in Table 20.6. 

Table 20.6 – ADDGA response QoS action frame status field

	Status Code
	Result Code
	Definition

	0
	Action completed successfully
	The ADDGA request has been successful.

	1
	Unrecognized Action Code
	This should not occur.

	2
	REFUSED
	The request is refused because the recipient can not support Group Ack

	3-255
	Reserved
	


The action body of an ADDGA response QoS Action frame format is defined in Figure 42.20. This frame is sent in response to an ADDGA request QoS Action frame. The Group Ack Policy subfield is set to 1 for immediate Group Ack and 0 for delayed Group Ack. 

	B0
	B2
	B3
	B4
	B7
	B8
	B15

	Reserved
	Group Ack Policy
	TID
	Re-ordering Buffer Size

	Octets:                          2


Figure 42.20 - DELGA response action body

TID contains the value of the TC or TS for which the Group Ack is being requested. The Re-ordering buffer size indicates the number of buffers of size 2304 octets available for grouping for this particular TID. This number shall be at least 1. 

If the Result Code is set to "REFUSED”, the Group Ack Request has been rejected by the intended recipient, and no Group Ack has been set up.  In this case, the Group Ack Policy, TID and Re-ordering buffer size fields are undefined. Otherwise, the Re-ordering buffer size indicates the number of fragment buffers available for grouping using this TID.  

7.4.1.5 DELGA request QoS Action frame format

The action body of a Delete Group Ack request QoS Action frame format is defined in Figure 42.21. This frame is sent to terminate the Group Ack participation by either the originator of the traffic or the recipient. There is no response QoS action frame and the immediate acknowledgement that is sent by the receiver of this frame is considered as a positive response.

	B0
	B10
	B11
	B12
	B15

	Reserved
	Direction
	TID

	Octets:                  2


Figure 42.21 Delete Group Ack request action body

The dialog token should be copied from the original Define Group Ack request Action frame. The Direction field indicates if the originator or the recipient of the data sends this frame. It is set to 0 to indicate the originator and 1 the recipient. TID field indicates the TSID or the UP for which the Group Ack has been originally set up.

7.4.1.6 Automatic Power-Save Delivery Action Frame

The automatic power-save delivery action frame contains an automatic power-save delivery information element.

7.4.2 DLP Action Frames

The management action codes within the DLP category are as defined in Table 20.7.

Table 20.7 – DLP Action Codes

	Code
	Meaning

	0
	DLP request

	1
	DLP response

	2
	DLP Probe

	3-255
	Reserved


7.4.2.1 DLP request

The Action body of the DLP-request QoS Action frame body is defined in Table 20.8. 

Table 20.8 – DLP request action body

	Order
	Information
	Notes

	1
	Destination MAC Address
	

	2
	Source MAC Address
	

	3
	Capability Information
	

	4
	Supported rates
	

	5
	Extended Capabilities
	The Extended Capabilities information element is only present in DLP Request frames generated by QSTAs with Capability Information bit 15=1.


The Destination MAC address shall be the target destination address.

The Source MAC address shall be the MAC address of the originator.

The Capability information shall be the capability information of the originator of the request.

The supported rates information element shall contain the supported rates information of the originator.

The Extended Capabilities shall be the extended capabilities information element corresponding to those extended capabilities supported by the originator of the request.

7.4.2.2 DLP response

The action-specific status codes of a DLP-response QoS action frame are defined in Table 20.9. The action body of a DLP-response frame is defined in Table 20.10.

Table 20.9 DLP response QoS action frame status field

	Status Code
	Result Code
	Definition

	0
	Action completed successfully
	The WSTA is willing to participate.

	1
	Unrecognized Action Code
	This should not occur.

	2
	Not Allowed
	Direct Link is not enabled in the BSS policy

	3
	Not Present
	The Destination WSTA is not present within this QBSS.

	4
	Not a QSTA
	The Destination WSTA is not a QSTA.

	5
	Refused
	The WSTA is not willing to participate.

	6-255
	Reserved
	


Table 20.10 – DLP response action body

	Order
	Information
	Notes

	1
	Destination MAC Address
	

	2
	Source MAC Address
	

	3
	Capability Information
	

	4
	Supported rates
	

	5
	Extended Capabilities
	The Extended Capabilities information element is only present in DLP Request frames generated by QSTAs with Capability Information bit 15=1.


The Destination MAC address in the DLP-response action body when the frame is sent by the sender shall be the target destination address.

The Source MAC address shall be the MAC address of the originator.

The Capability information shall be the capability information of the target destination.  This information shall only be included if the action response status code corresponds to Successful (status code 0).

The supported rates information element shall contain the supported rates information of the target destination.  This information shall only be included if the action response status code corresponds to Successful (status code 0).

The Extended Capabilities shall be the extended capabilities information element corresponding to those extended capabilities supported by the originator of the response.  This information shall only be included in the response if the action response status code corresponds to Successful (status code 0).

7.4.2.3 DLP probe

The action body of the DLP-probe is defined in Table 20.11.

Table 20.11 – DLP probe action body

	Order
	Information

	1
	Destination MAC Address

	2
	Source MAC Address

	3
	Random Data


Insert after 7.4, the following new subclause, including the table therein, renumber items as appropriate:

7.5 Frame usage

Table 20.12 shows which frame subtypes are transmitted and received by different kinds of MAC entities operating in the different types of BSS and under the available coordination functions.

Table 20.12 – Frame subtype usage by BSS type, MAC entity type, and coordination function

	Frame subtype
	IBSS
	non-QoS
	QoS

	
	CP
	CP
	CFP
	CP & CFP

	
	STA
	STA
	AP
	STA
	PC
	QSTA
	HC

	 (Re)Association Request
	- - -
	T
	R
	- - -
	- - -
	T
	R

	 (Re)Association Response
	- - -
	R
	T
	- - -
	- - -
	R
	T

	 Probe Request
	T, Rbe
	T
	R
	- - -
	- - -
	T, R
	R

	 Probe Response
	Tbe, R
	R
	T
	- - -
	- - -
	T, R
	T

	 Beacon
	Tb, R
	R
	T
	R
	T
	R
	T, R

	 ATIM
	T, R
	- - -
	- - -
	- - -
	- - -
	- - -
	- - -

	 Disassociation
	T, R
	T, R
	T, R
	T, R
	T, R
	T, R
	T, R

	 Authentication
	T, R
	T, R
	T, R
	T, R
	T, R
	T, R
	T, R

	 Deauthentication
	T, R
	T, R
	T, R
	T, R
	T, R
	T, R
	T, R

	 Action Request/Response
	- - -
	- - -
	- - -
	- - -
	- - -
	T, R
	T, R

	GroupAck/GroupAckReq
	- - -
	- - -
	- - -
	- - -
	- - -
	T, R
	T, R

	 PS-Poll
	- - -
	T
	R
	- - -
	- - -
	T
	R

	 RTS
	T, R
	T, R
	T, R
	- - -
	- - -
	T, R
	T, R

	 CTS
	T, R
	T, R
	T, R
	- - -
	- - -
	T, R
	T, R

	 ACK
	T, R
	T, R
	T, R
	T, R
	T, R
	T, R
	T, R

	 CF-End
	(R)
	(R)
	(R)
	R
	T
	R
	T

	 CF-End+CF-Ack
	(R)
	(R)
	(R)
	R
	T
	(R)
	- - -

	 Null
	T, R
	T, R
	T, R
	T, R
	T, R
	T, R
	T, R

	 Data
	T, R
	T, R
	T, R
	T, R
	T, R
	T, R
	T, R

	 (Data+)CF-Poll+(CF-Ack)
	- - -
	- - -
	- - -
	R
	T
	- - -
	- - -

	 (Data+)CF-Ack
	- - -
	- - -
	- - -
	T, R
	T, R
	- - -
	- - -

	 QoS Null
	- - -
	- - -
	- - -
	- - -
	- - -
	T, R
	T, R

	 QoS Data
	- - -
	- - -
	- - -
	- - -
	- - -
	T, R
	T, R

	(QoS Data+)CF-Poll
	- - -
	- - -
	- - -
	- - -
	- - -
	R
	T

	(QoS Data+)CF-Poll+CF-Ack
	- - -
	- - -
	- - -
	- - -
	- - -
	Rda
	Tda

	(QoS Data+)CF-Ack
	- - -
	- - -
	- - -
	- - -
	- - -
	T, Rda
	Tda, R


Symbols:


T
frame subtype for row is transmitted by MAC entity for column

R
frame subtype for row is received by MAC entity for column

(R)
frame subtype for row is received, but only from other BSSs, by MAC entity for column

Tb, Tbe
frame subtype for row is transmitted by station that most recently won beacon arbitration
if "Tbe" is also transmitted by a QSTA in an IBSS pursuant to receiving directed request

Rbe
frame subtype for row is received by station that most recently won beacon arbitration,
also received as directed request by a QSTA in an IBSS

Tcc
frame subtype for row is transmitted only during controlled contention intervals.

Tda
frame subtype for row is transmitted only if recipient of +Cf-Ack function is addressee.

Rda
frame subtype for row is received if QSTA is addressee

- - -
frame subtype for row is neither received nor transmitted by MAC entity for column

9.10.2.4 Schedule Management by the HC
Change the contents of subclause 9.10.2.4 as shown:

When the HC provides controlled channel access to WSTAs, it is responsible to grant or deny polling service based on the admitted TSPEC. If the TSPEC is admitted, the HC is responsible for scheduling channel access to this TSPEC based on the negotiated TSPEC parameters. The polling service based on admitted TSPECs provides a “guaranteed channel access” from the scheduler in order to have its QoS requirements met. This is an achievable goal when the wireless medium operates free of external interference. The nature of wireless communications may preclude absolute guarantees to satisfy QoS requirements. However, in a controlled environment (e.g. no interference), the behavior of the scheduler can be observed and verified to be compliant to meet the service schedule.

The normative behavior of the scheduler is summarized as follows.

· The scheduler shall be implemented such that, under controlled operating conditions, all stations with admitted TS are offered TXOPs that satisfy the service schedule. 

· Specifically, if a TSPEC is admitted by the HC, then the scheduler shall send polls anywhere between the minimum Inter TXOP interval and the maximum Inter TXOP interval within the specification interval. Additionally, the Minimum TXOP duration shall be at least the time to transmit one maximum size MSDU successfully at the minimum PHY rate specified in the TSPEC. The vendors are free to implement any optimized algorithms, such as reducing the polling overheads, increasing the TXOP duration etc, within the parameters of the transmitted schedule.

The HC aggregates admitted TSPECs for a single WSTA and establishes a Service Schedule for the WSTA.  The Service Schedule is communicated to the WSTA in a Schedule element contained in an ADDTS QoS Action response message.  The HC can update the Service Schedule at any time by sending a Schedule element in a Schedule QoS Action frame.  The updated schedule is in effect when the HC receives the acknowledgement frame for the Schedule QoS Action frame. 
A WSTA cannot directly reject a Service Schedule.  A WSTA can affect the Service Schedule by modifying or deleting its existing TSPECs as specified in clause 11.4.

Clause 9.10.2.4.1 contains guidelines for deriving an aggregate Service Schedule for a single WSTA from the WSTA’s admitted TSPECs. The Schedule shall meet the QoS requirements specified in the TSPEC.
If a WSTA is operating in an active mode, then the Minimum Service Interval specifies the minimum interval between successful QoS (+)CF-Polls sent by the HC.  If a WSTA is operating in power-save mode, then the Minimum Service Interval specifies the minimum interval between the start of successive scheduled service periods, where a “service period” is defined as follows.  A service period consists of a set of one or more downlink frames and/or one or more polled TXOPs.  A service period starts with the first successful data or QoS (+)CF-Poll transmission by the HC.  A service period ends a) after a downlink frame, which does not include a piggybacked poll, is transmitted, by the HC, with the More flag cleared or b) at the end of a polled TXOP.  A WSTA shall be in active mode before the start of a service period.

An example use of the TSPEC for admission control is described in Annex H.

10.3.11 TS management interface

This mechanism supports the process of adding, modifying, or deleting a traffic stream in a QBSS using the procedures defined in 11.5.

The primitives used for this mechanism are called TS Management primitives, which include MLME-ADDTS.xxx and MLME-DELTS.xxx primitives, where xxx denotes request, confirm, indication, or response.  Each primitive contains parameters that correspond to a QoS Action frame body.  Requests and responses may cause these frames to be sent.  Confirms and indications are emitted when an appropriate QoS action frame is received.

Table 22.1 defines which primitives are supported by which type of STA.

Table 22.1 - Supported QoS Management Primitives

	Primitive
	Request
	Confirm
	Indication
	Response

	ADDTS
	non-AP STA
	non-AP STA
	HC
	HC

	DELTS
	non-AP STA & HC
	non-AP STA & HC
	non-AP STA & HC
	-


10.3.11.1 MLME-ADDTS.request
Change the contents of subclause 10.3.11.1 as shown:

10.3.11.1.1 Function

This primitive requests addition (or modification) of a traffic stream.  It is valid at the WSTA, and requests the HC to admit the new or changed TS.

10.3.11.1.2 Semantics of the service primitive

The primitive parameters are as follows:

MLME-ADDTS.request
(


 
DialogToken,



TrafficSpecification,



TrafficClassification



)

	Name
	Type
	Valid Range
	Description

	DialogToken
	Integer
	0-255
	Specifies a number unique to the QoS management action primitives and frames used in adding (or modifying) the traffic stream of concern

	TrafficSpecification
	As defined in frame format with the exception of the Surplus Bandwidth Allowance, Minimum PHY rate, and Maximum and Minimum Service Intervals which are optionally specified
	As defined in frame format with the exception of the Surplus Bandwidth Allowance, Minimum PHY rate, and Maximum and Minimum Service Intervals which are optionally specified
	Specifies the source address, destination address, TSID, traffic characteristics and QoS requirements of the traffic stream of concern

	TrafficClassification (optional)
	Opaque object
	Beyond the scope of this standard
	Specifies the rules by which an MSDU may be classified


This primitive supports the creation of or modification of a traffic stream.   The stream is defined by the parameters in the TSPEC and optional TCLAS parameters and identified by the TSID 
 and Direction fields within the TSPEC, selected by the WSTA SME.

This primitive results in an ADDTS QoS Action request frame being sent from the WSTA to the HC.  The MLME-ADDTS.confirm contains the HC’s response.

10.3.11.1.3 When generated
This primitive is generated by the SME at a WSTA to request the addition of a new (or modification of an existing) traffic stream in order to support parameterized QoS transport of the MSDUs belonging to this traffic stream when a higher-layer protocol or mechanism signals the QSTA to initiate such an addition (or modification).
10.3.11.1.4 Effect of receipt

The WSTA operates the procedures defined in 11.5.

10.3.11.2 MLME-ADDTS.confirm

Change the contents of subclause 10.3.11.2 as shown:

10.3.11.2.1 Function

This primitive reports the results of a traffic stream addition (or modification) attempt.

10.3.11.2.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-ADDTS.confirm
(


 

ResultCode,


 

DialogToken,


 

TrafficSpecification,


 

Schedule Element
                                                          Traffic Classification




)

	Name
	Type
	Valid Range
	Description

	ResultCode
	Enumeration
	SUCCESS, INVALID-PARAMETERS, ALTERNATIVE, REFUSED, TIMEOUT
	Indicates the results of the corresponding MLME-ADDTS.request

	DialogToken
	Integer
	As defined in the corresponding MLME-ADDTS.request
	Specifies a number unique to the QoS management action primitives and frames used in adding (or modifying) the TS

	TrafficSpecification
	As defined in frame format
	As defined in frame format
	Specifies the source address, destination address,  TSInfo, traffic characteristics and QoS requirements of the TS

	Schedule Element
	As defined in frame format
	As defined in frame format
	Specifies the Minimum Service Interval, the Maximum Service Interval, the Minimum TXOP Duration, the Maximum TXOP Duration,  and the Specification Interval

	TrafficClassification (optional)
	Opaque object
	As defined in the corresponding MLME-ADDTS.request
	Specifies the rules by which an MSDU may be classified


For ResultCode values of SUCCESS and ALTERNATIVE, the TSPEC and optional TCLAS parameters describe the characteristics of the traffic stream that has been created (or modified).  In the case of SUCCESS, these parameters exactly match those of the matching MLME-ADDTS.request.

In the case of ALTERNATIVE, they represent an alternative proposal by the HC.  A TS is created with this definition.  If the alternative is not acceptable to the WSTA, it is the responsibility of the WSTA to delete the unwanted TS.

For other ResultCodes, no TS has been created.  If this is the result of a modification of an existing TS, the status of that TS is undefined and the TS shall not be used by the WSTA.  The WSTA should attempt to delete the TS and recreate it if necessary.

10.3.11.2.3 When generated

This primitive is generated by the MLME as a result of an MLME-ADDTS.request indicating the results of that request. 

This primitive is generated when that MLME-ADDTS.request is found to contain invalid parameters, when a timeout occurs, or when the WSTA receives a response in the form of an ADDTS QoS Action frame from the HC.

10.3.11.2.4 Effect of receipt

The SME is notified of the results of the traffic stream addition (or modification) procedure.

The SME should operate the procedures defined in 11.5.In the case of and ALTERNATIVE ResultCode, if the alternative is not acceptable to the SME, it is the responsibility of the SME to delete the unwanted TS.

In the case of other failure ResultCode values, if this is the result of a modification of an existing TS, the status of that TS is undefined and the TS shall not be used by the WSTA.  The SME should attempt to delete the TS and recreate it if necessary.

10.3.11.3 MLME-ADDTS.indication

10.3.11.3.1 Function

This primitive reports the initiation of adding (or modifying) a traffic stream to the HC SME.

10.3.11.3.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-ADDTS.indication
(


 


DialogToken,





WSTA Address 

TrafficSpecification,

 
TrafficClassification


)

	Name
	Type
	Valid Range
	Description

	DialogToken
	Integer
	As defined in the received Add TS QoS Action frame
	Specifies a number unique to the QoS management action primitives and frames used in adding (or modifying) the TS

	WSTA Address
	MAC Address
	
	Contains the MAC address of the WSTA that initiated the MLME-ADDTS.request

	TrafficSpecification
	As defined in frame format
	As defined in the received Add TS QoS Action frame
	Specifies the source address, destination address, TSID, traffic characteristics and QoS requirements of the TS

	TrafficClassification (optional)
	Opaque object
	As defined in the received Add TS QoS Action frame
	Specifies the rules by which an MSDU may be classified


The TrafficSpecification and optional TrafficClassification define the QoS parameters of the requested TS.  The TS is uniquely identified in the HC by a combination of the MPDU SA field, and the TSID and Direction fields within the TSPEC.

The TrafficClassification is optional at the discretion of the WSTA that originated the request.  An HC shall be capable of receiving an ADDTS QoS Action frame that contains a TrafficClassification element and generating an indication that contains this parameter.

10.3.11.3.3 When generated

This primitive is generated by the MLME as a result of receipt of an initiation to add (or modify) a traffic stream by a specified WSTA in the form of an Add TS QoS Action frame.

10.3.11.3.4 Effect of receipt

The SME is notified of the initiation of a traffic stream addition (or modification) by a specified WSTA.

This primitive solicits an MLME-ADDTS.response from the SME that reflects the results of  admission control at the HC on the traffic stream requested to be added (or modified).  

The SME should operate the procedures defined in 11.5.

The SME shall generate an MLME-ADDTS.response within a dot11ADDTSResponseTimeout.
10.3.11.4 MLME-ADDTS.response
Change the contents of subclause 10.3.11.4 as shown:

10.3.11.4.1 Function

This primitive responds to the initiation of a traffic stream addition (or modification) by a specified WSTA MAC entity.

10.3.11.4.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-ADDTS.response
(


 

ResultCode,


 

DialogToken,



WSTAAddress

 

TrafficSpecification,
                             Schedule Element

 

TrafficClassification



)

	Name
	Type
	Valid Range
	Description

	ResultCode
	Enumeration
	SUCCESS, INVALID-PARAMETERS, ALTERNATE, REFUSED
	Indicates the results of the corresponding MLME-ADDTS.indication

	DialogToken
	Integer
	As defined in the corresponding MLME-ADDTS.indication
	 DialogToken of the matching MLME-ADDTS.indication

	WSTA Address
	MAC Address
	
	WSTA Address of the matching MLME-ADDTS.indication

	TrafficSpecification
	As defined in frame format
	As defined in frame format
	Specifies QoS parameters of the TS.

	Schedule Element
	As defined in frame format
	As defined in frame format
	Specifies the Minimum Service Interval, the Maximum Service Interval, the Minimum TXOP Duration, the Maximum TXOP Duration,  and the Specification Interval

	TrafficClassification (optional)
	Opaque object
	As defined in the corresponding MLME-ADDTS.indication
	Specifies the rules by which an MSDU may be classified


The DialogToken and WSTA Address parameters shall contain the value from the matching MLME-ADDTS.indication.

If the ResultCode is SUCCESS, the TrafficSpecification and (optional) TrafficClassifiation parameters shall contain the values from the matching MLME-ADDTS-indication.

If the ResultCode is ALTERNATIVE, the TrafficSpecification and TrafficClassification parameters represent an alternative proposed TS.  The TSID and Direction within the TSPEC shall be as in the matching indication. The difference may lie in the QoS (e.g., minimum data rate, mean data rate, delay bound, and jitter bound) values, as a result of  admission control performed at the SME of the HC on the traffic stream requested to be added (or modified) by the WSTA.  If sufficient bandwidth is not available, the QoS values may be reduced—in one extreme, the minimum data rate, mean data rate, delay bound, and jitter bound may be all set to zero, indicating that no QoS is to be provided to this traffic stream.

10.3.11.4.3 When generated

This primitive is generated by the MLME at the HC as a result of an MLME-ADDTS.indication to initiate addition (or modification) of a traffic stream with a specified peer MAC entity or entities.

10.3.11.4.4 Effect of receipt

This primitive approves addition (or modification) of a traffic stream requested by a specified WSTA MAC entity, with or without altering the traffic specification.

This primitive shall cause the MAC entity at the HC to send an ADDTS QoS Action Response frame to the requesting WSTA containing the specified parameters.

10.3.11.5 MLME-DELTS.request

10.3.11.5.1 Function

This primitive requests the deletion of a traffic stream with a specified peer MAC.

This primitive may be generated at either the WSTA or HC.  

10.3.11.5.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-DELTS.request
(


 

DialogToken,



WSTAAddress



TrafficSpecification


)

	Name
	Type
	Valid Range
	Description

	DialogToken
	Integer
	0-255
	Specifies a number unique to the QoS management action primitives and frames used in deleting the TS

	WSTA Address

(HC only)
	MAC Address
	
	(At the HC only) Specifies the MAC address of the WSTA that initiated this TS.

	TrafficSpecification
	As defined in frame format
	As defined in frame format
	The TSID and  Direction fields within the traffic specification specify the TS to be deleted.  All other fields are undefined.


10.3.11.5.3 When generated

This primitive is generated by the SME at a QSTA to initiate deletion of a traffic stream TAs when a higher-layer protocol or mechanism signals the QSTA to initiate such a deletion.

10.3.11.5.4 Effect of receipt

This primitive initiates a traffic stream deletion procedure.  The MLME subsequently issues a MLME-DELTS.confirm that reflects the results.

This primitive shall cause the local MAC entity to send out a DELTS QoS Action frame containing the specified parameters.  If this primitive was generated at the HC, the frame is sent to the specified WSTA MAC address. If this primitive was generated at the WSTA, the frame is sent to its HC.  In either case, the DELTS QoS Action frame does not solicit a response from the recipient frame other than an acknowledgment to receipt of the frame.
10.3.11.6 MLME-DELTS.confirm

10.3.11.6.1 Function

This primitive reports the results of a traffic stream deletion attempt with a specified peer MAC entity or entities.

10.3.11.6.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-DELTS.confirm
(


 

ResultCode,


 

DialogToken,






WSTAAddress,




TrafficSpecification




)

	Name
	Type
	Valid Range
	Description

	ResultCode
	Enumeration
	SUCCESS, INVALID-PARAMETERS,  FAILURE
	Indicates the results of the corresponding MLME-DELTS.request

	DialogToken
	Integer
	As defined in the corresponding MLME-DELTS.request
	Contains the DialogToken of the matching request

	WSTA Address

(HC only)
	MAC address
	
	(HC only) contains the WSTA MAC address of the matching request.

	TrafficSpecification
	As defined in frame format
	As defined in the corresponding MLME-DELTS.request
	Contains the traffic specification of the matching request


10.3.11.6.3 When generated

This primitive is generated by the MLME as a result of an MLME-DELTS.request after the DELTS QoS Action frame has been sent (or attempts to send it have failed) and any internal state regarding the use of the TS has been destroyed.

10.3.11.6.4 Effect of receipt

The SME is notified of the results of the traffic stream deletion procedure.

10.3.11.7 MLME-DELTS.indication

10.3.11.7.1 Function

This primitive reports the deletion of a traffic stream by a specified peer MAC entity or deletion of the traffic stream due to an inactivity timeout (HC only).

10.3.11.7.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-DELTS.indication
(




DialogToken,


WSTAAddress


TrafficSpecification


)

	Name
	Type
	Valid Range
	Description

	DialogToken
	Integer
	As defined in the received Add TS QoS Action frame
	Specifies a number unique to the QoS management action primitives and frames used deleting the TS

	Reason
	Enumeration
	Requested and Timeout values
	Indicates the reason why the TS is being deleted.

	WSTA Address

(HC only)
	MAC address
	
	(HC only) The MAC address of the WSTA for which the TSPEC is being deleted.

	TrafficSpecification
	As defined in frame format
	As defined in the received Del TS QoS Action frame
	Specifies the source address, destination address, TSInfo, traffic characteristics and QoS requirements of the traffic stream of concern.


10.3.11.7.3 When generated

This primitive is generated by the MLME as a result of receipt of an initiation to delete a traffic stream by a specified peer MAC entity.

This primitive may also be generated by the MLME at the HC as a result of inactivity of a particular traffic stream.  Inactivity results when a period equal to the Inactivity Interval in the Traffic Specification for the traffic stream elapses without arrival of an MSDU belonging to that traffic stream at the MAC entity of the HC via an MA-UNITDATA.request primitive in the case where the HC is the source station of that traffic stream, or without reception of an MSDU belonging to that traffic stream by the MAC entity of the HC in the case where a WSTA is the source station of that traffic stream.  

This primitive is generated after any other state concerning the TSID/Direction within the MAC has been destroyed.

10.3.11.7.4 Effect of receipt

The SME is notified of the initiation of a traffic stream deletion by a specified peer MAC entity.

Insert the following subclause after subclause 10.3.16:
10.3.17 Schedule Element Management 

This clause describes the management procedures associated with the QoS Schedule Element.

The primitives defined are MLME-SCHEDULE.request, MLME-SCHEDULE.confirm, and MLME-SCHEDULE. indication.

10.3.17.1 MLME-SCHEDULE.request

10.3.17.1.1 Function

This primitive requests for transmission of a Schedule QoS Action frame.  It is valid at the HC. 

10.3.17.4.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-SCHEDULE.request
(




WSTA Address

 


Schedule Element




)

	Name
	Type
	Valid Range
	Description

	WSTA Address
	MAC Address
	Any valid individual address
	MAC Address of the WSTA to which the Schedule QoS Action frame shall be sent

	Schedule Element
	As defined in frame format
	As defined in frame format
	Specifies the schedule for the WSTA, including the Service Interval (min and max) TXOP duration (min and max) and Specification Interval


10.3.17.4.3 When generated

This primitive is generated by the SME at the HC to send the Schedule information, in the form of a Schedule QoS Action frame, to a specified WSTA when the Schedule Information for the WSTA is changed.

10.3.17.4.4 Effect of receipt

This primitive shall cause the MAC entity at the HC to send a Schedule QoS Action frame to the WSTA specified in the primitive containing the specified Schedule parameters.

10.3.17.2 MLME-SCHEDULE.confirm

10.3.17.2.1 Function

This primitive reports the results of a MLME-SCHEDULE.request. 

10.3.17.2.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-SCHEDULE.confirm
(


 


ResultCode,





)
	Name
	Type
	Valid Range
	Description

	ResultCode
	Enumeration
	SUCCESS, INVALID PARAMETERS, UNESPECIFIED FAILURE
	Indicates the results of the corresponding MLME-SCHEDULE.request


10.3.17.2.3 When generated

This primitive is generated by the MLME as a result of an MLME-SCHEDULE.request when the action completes. 

10.3.17.2.4 Effect of receipt

The SME is notified of the result of the MLME-SCHEDULE.request. If the result is SUCCESS, the Schedule Element has been correctly sent by the HC to the WSTA in the Schedule QoS Action Frame. 

10.3.17.3 MLME-SCHEDULE.indication

10.3.17.3.1 Function

This primitive reports the reception of a new Schedule by the WSTA in the form of a Schedule QoS Action frame. It is valid at the WSTA.

10.3.17.3.2 Semantics of the service primitive

The primitive parameters are as follows:


MLME-SCHEDULE.indication
( 






Schedule Element



)

	Name
	Type
	Valid Range
	Description

	Schedule Element
	As defined in frame format
	As defined in frame format
	Specifies the schedule for the WSTA, including the Service Interval (min and max) TXOP duration (min and max) and Specification Interval


10.3.17.3.3 When generated

This primitive is generated by the MLME as a result of receipt of a new Schedule in the form of a Schedule QoS Action frame. 

10.3.17.3.4 Effect of receipt

The SME is notified of the receipt of QoS Schedule in the form of a Schedule QoS Action frame. The new Schedule Element parameters shall overwrite previously stored values.

11. MAC sublayer management

11.2 Power Management

Insert the following clause after subclause 11.2.2:

11.2.3 Automatic Power-Save Delivery in a QBSS

QAPs capable of supporting automatic power-save delivery mode shall signal this capability through the use of the automatic power-save delivery extended capability bit.

WSTAs operating in a QBSS wishing to utilize the automatic power-save delivery mechanism shall inform the AP of this fact by using an automatic power-save delivery information element, signaled through a (re)association or action management frame.  The QAP shall not arbitrarily transmit MSDUs to WSTAs operating in an automatic power-save delivery (APSD) mode, but shall buffer MSDUs and only transmit them at beacon intervals that correspond to the specified wakeup period.

A WSTA can signal its desire to utilize APSD as the power-save mode delivery method through the use of a Automatic Power-Save Delivery element contained in a (re)association request or action frame.  A WSTA will use the power-save mode bit in the frame control field of a frame to indicate whether it is in active or power-save mode.  The QAP will use the power-save delivery mechanism currently in effect for a WSTA to deliver frames to the WSTA when it is operating in power-save mode. 

A WSTA may utilize the activation delay field of an action request frame to delay the activation of APSD mode.

Automatic power-save delivery can be disabled by the WSTA by setting the wakeup period to zero in an action request frame or (re)association frame.  Additionally, a WSTA may disable automatic power-save delivery by (re)associating with the QAP, and not including an Automatic Power-Save Delivery element.

11.2.3.1 Transmit operation at the QAP

QAPs shall maintain an automatic power-save delivery (APSD) status for each currently associated WSTA that indicates whether the WSTA is presently in APSD mode and the wakeup period for the WSTA.  A QAP shall, based on the APSD mode of the WSTA, temporarily buffer the MSDU or management frames destined to the WSTA.  MSDUs and management frames received for WSTAs not operating in APSD mode shall follow the appropriate frame delivery rules as related to their respective power-saving mode.

a)
MSDUs, or management frames, destined for APSD capable WSTAs shall be temporarily buffered in the QAP when requested by the WSTA.  The algorithm to manage this buffering is beyond the scope of this standard, with the exception that the QAP must preserve the order of arrival of frames on a per user priority basis, including during transitions between active and APSD modes.

b)
MSDUs, or management frames, destined for APSD capable WSTAs not operating in APSD shall be transmitted according to the rules in this standard that correspond to the power-save state of the WSTA.

c)
At every beacon interval, the QAP shall assemble the partial virtual bitmap containing the buffer status per destination for WSTAs in the APSD mode, and shall send this out in the TIM field of the beacon.

d)
At every beacon interval the QAP shall determine, based on the wakeup period specified by the WSTA, during (re)association or through a management action frame, whether this beacon corresponds to an APSD beacon for each WSTA.  If this is determined to be an APSD beacon, the QAP shall transmit all frames destined for the WSTA.  The More Data field of each directed data or management frame, except the last frame, shall be set to indicate the presence of multiple frames destined for the WSTA.  If necessary the QAP can generate an extra (QoS)-Null frame with the more data field cleared. When the QAP has transmitted a directed frame with “more data” zero during the APSD beacon interval,  it shall not transmit any more frames using this mechanism until the next APSD beacon.

e)
A QAP shall have an aging function to delete pending traffic when it is buffered for an excessive time period.  Aging may be based on the listen interval specified by the WSTA in the (re)association request.

f)
Whenever a QAP is informed that a APSD capable WSTA changes it’s delivery mode to not be APSD mode, then the QAP shall send buffered MSDUs and management frames (if any exist) to that WSTA according to the rules corresponding to the current power-save state of the WSTA.

11.2.3.2 Receive operation for WSTAs in the APSD mode

WSTAs operating in APSD mode shall operate as follows to receive an MSDU or management frame from the QAP.

a)
WSTAs shall wake up early enough to receive the next beacon that corresponds to the wakeup period specified in the (re)association or action request frame the WSTA used to initiate APSD mode with the QAP.

b)
When a WSTA detects that the bit corresponding to its AID is set in the TIM, the WSTA shall remain awake until it receives a directed MSDU or management frame with the More Data field cleared, or it receives a beacon with its TIM bit cleared.

c)
A WSTA that misses it scheduled wakeup beacon shall remain awake until it receives a beacon with its TIM bit cleared, or a data frame with the More Data field set off.

d)
A WSTA operating in APSD mode may send a PS-Poll frame at any time to retrieve a single frame buffered at the QAP.

e) When a WSTA transitions from active mode to APSD mode it should remain awake until it receives a beacon with its TIM bit cleared.

Insert the following sections after section 11.3.4 and renumber 11.4 as 11.6:

11.4 Traffic Stream operation

11.4.1 Introduction (Informative)

A TSPEC describes the QoS characteristics of a traffic stream.   The main purpose of the TSPEC is to reserve resources within the HC and modify the HC’s scheduling behavior.  It also allows other parameters to be specified that are associated with the traffic stream, such as a traffic classifier and ACK policy.

A TSPEC is transported on the air by the ADDTS and DELTS QoS Action frames and across the MLME SAP by the MLME-ADDTS and MLME-DELTS primitives.

Following a successful negotiation, a traffic stream is created, identified within the WSTA by its TSID and Direction, and identified within the HC by a combination of TSID, Direction and WSTA address.

It is always the responsibility of the WSTA to initiate the creation of a TS regardless of its direction.

In the direct link case, it is the responsibility of the WSTA that is going to send the Data to create the TS.  In this case, the WSTA negotiates with the HC to gain TXOPs that it will use to send the Data.  There is no negotiation between the originator and recipient WSTAs concerning the TS – the originator can discover the capabilities of the recipient (rates, GroupAck) using the DLP protocol. It does not negotiate the use of these on a per-TS basis with the intended recipient.

In the case of traffic relayed by a QAP, sending and receiving WSTA may both create individual TS for the traffic. Any traffic classifier created for the downlink TS applies equally regardless of whether the source is in the same BSS or reached through the DS.

Insert the following subclause after subclause 11.4.1 and renumber as necessary:
11.4.2 TSPEC Construction (informative)
TSPECs are constructed within the MLME, from application requirements supplied via the SME, and with information specific to the MAC layer. There are no normative requirements on how any TSPEC is to be generated. However, in this section a description is given of how and where certain parameters may be chosen.  The following parameters typically arise from the application: Nominal MSDU Size, Maximum MSDU Size, Minimum Service Interval, Maximum Service Interval, Inactivity Interval, Minimum
Data Rate, Mean Data Rate, Maximum Burst Size, Peak Data Rate, and Delay Bound.  The following parameters are generated locally within the MAC: Minimum PHY Rate and Surplus Bandwidth Allowance, although the Maximum Service Interval and Minimum Service Intervals may be generated within the MLME as well.  This section describes how the parameters that are typically generated within the MAC may be derived.  
Note that  TSPEC may also be generated autonomously by the MAC without any initiation by the station management entity. However, if a TSPEC is generated subsequently by the SME, the TSPEC generated autonomously by the MAC shall be overridden. If one or more TSPECs are initiated by the SME, the autonomous TSPEC shall be terminated.
Typically, then TSPEC elements not determined by the application are built upon the assumptions that there is:

· A probability p of not transmitting the frame  (because it would have exceeded its Delay Bound)

· An MSDU length (which is can be considered fixed for constant-bit-rate applications)
· Application throughput, and delay requirements.

· A channel model of error- in particular a channel error probability for the (fixed) frame length 

· Possibly country-specific limits on TXOP limits

The Minimum Service Interval, if determined within the MAC  may typically be given as the Nominal MSDU size/Mean Data Rate. Note that for multiple streams, this Service Interval should be the aggregate of all service intervals requested, since the STA is assigned TXOPs, not any particular stream. 
The Maximum Service Interval, if determined within the MAC may be calculated as  the Delay Bound/Number of Retries possible.  This number should be greater than the Minimum Service Interval, when that is specified.  The number of retries may be chosen (as below) to meet a particular probability of dropping a packet because it exceeds its Delay Bound.  Note that for multiple streams, this Service Interval should be the aggregate of all service intervals requested, since the STA is assigned TXOPs, not any particular stream. 
Typically, we can assume that the scheduler would attempt to schedule TXOPs uniformly distributed throughout a small multiple of beacon intervals (if not a single beacon interval.)  In addition, TXOP limits would typically be chosen to be as short as possible (within the constraints of the minimum PHY rate, ACK policy, and so forth), consistent the goal of maximizing throughput. In other words, because of overhead, not to mention the requirements for transmitting a single Poll, MPDU and possibly ACK, the TXOPs need to be at least  of a certain duration. 
The channel model implies an error rate and an assumption about dependency (joint probability distribution of channel errors sequentially – i.e. burst error probabilities).
For example, if  the channel makes errors independently from frame to frame, and that the  error probability is the same for all frames of the same length at all times, this channel would be said to be an independent, identically distributed error channel. With p as the probability of dropping the frame, and pe as the probability of the frame being in error, let Np be the number of retries required to maintain the probability of dropping the frame to be p. 

The probability of any given packet being  dropped in such a channel after Np  retries is given by:

 EQ p\s\do3(drop)=(p\s\do3(e))\s(N\s\do1(p)+1)
For example, in such a channel, if pe =0.1, and pdrop = 10-8 then up to 7 retries within the delay bound are required, and the scheduler should ensure that sufficient cumulative TXOP allocations are made to accommodate retransmissions.
To understand how the Surplus Bandwidth Allowance may be specified, consider the following: 
 Suppose one wished only to send 100 PPDUs, and that that delay was not an issue. The packet error rate, pe is  10%, with the errors happening independently from packet to packet.  To accomplish this, the number of packets transmitted in each beacon interval must exceed the 100 PPDUS by  Nexcesss  in order to avoid dropping packets with some fixed probability (denoted as pdrop). For example, if pdrop = 10-8 , then the number of retries Nexcess  must satisfy to send only  100 packets successfully (based on Bernoulli distributed error probabilities):
     EQ  pdrop =\i\su(k=Nexcess, Nexcess+100, (\a\co1(Nexcess+100, k)) pe\s\up5(k)(1- pe)\s\up5(100+ Nexcess-k)) 
where pe = 0.1 .  Solution of an equation such as this will yield the total number of additional retries.  This may be found, for this example using the fact that 
 EQ \i\su(k=a, b, (\a\co1(b, k)) pe\s\up5(k)(1- pe)\s\up5(b-k)) = Ip\s\do2(e)(a,b-a+1) 
where  EQ Ip\s\do2(e)(a,b)   is the Incomplete Beta function, and taking n sufficiently large (or invoking the law of large numbers)..  Solving this yields that, on the average, 38 additional MPDUs are required to keep the probability of dropping a packet to less than 10-8 to send only 100 packets. For this case the  EQ Surplus Bandwidth Allowance = \f(100+Nexcess,100) which, for this example, would be 1.38
This might represent an upper bound for the excess bandwidth for many applications: it presumes that the observation interval is 100 + Nexcess frames.  When the observation interval (or Delay Bound) is longer than the time it takes to transmit 100 frames,  then it can be shown that the excess bandwidth required decreases.  For example, if it were desired to send 100000 frames  with 12000 frames excess, then the probability of a droped frame becomes 1.6X10-15. 
On the other hand, suppose that an infinitely long stream was to be transmitted without any constraints on delay. In such a case, with an infinite number of retires, and with a 10% PER, 1.111 times the bandwidth required to send MPDUs without error are required (because the probability that n retries are required for any packet is given by .1n). 
In fact, assuming a finite delay bound, the above result (1.111= Surplus Bandwidth Allowance) represents a lower bound on what the Surplus Bandwidth Allowance would be. 
Typically, then the excess bandwidth required would be between a “send only N + excess packets” scenario within a given delay, and “send an infinite number of packets with an infinite number of retries with no delay” scenario.

A more exact calculation can be done via simulation as follows:

Suppose  there are Nallocated   constant length PPDUs per beacon interval (these are actually transmitted on the air), and suppose there are Npayload constant length PPDUs to be transmitted.  

Suppose further that these transmitted and payload PPDUs arrive in a uniformly distributed manner each beacon interval. 
Then the Delay incurred in waiting for a packet to be transmitted may be inferred from examining the transmit queue length, and statistically may be inferred from examining how many retries within a certain period of time are required to keep the probability of a dropped packet below a certain amount.  The number of retries (and consideration of interframe spacing, polls, etc.) then determines the Surplus Bandwidth allowance. 
In general, then the Surplus Bandwidth Allowance may be given by: EQ \f(Nallocated,Npayload) .
Note that for the case of a Group Acknowledgement a similar calculation applies, although the calculations for the excess bandwidth need to take into account the probability of failing to receive a Group ACK, and so forth. 
11.4.-3 TS lifecycle

Figure 68.1 summarizes the TS lifecycle.  (Using the HMSC syntax defined in ITU Z.120). 

Initially a TS is inactive.  A QSTA shall not transmit any QoS Data MPDUs using an inactive TS.

Following a successful TS Setup initiated by the WSTA, the TS becomes active,  and either the WSTA or HC may transmit MPDUs using this TSID (according to the Direction field).

While the TS is active, the parameters of the TSPEC characterizing the TS can be re-negotiated, initiated by the WSTA.  This negotiation can succeed – resulting in a change to the TSPEC, or can fail, resulting in no change to the TSPEC.

An active TS becomes inactive following a TS deletion process initiated at either WSTA or HC.  It also becomes inactive following a TS timeout detected at the HC.
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Figure 68.1 – TS Lifecycle

11.4.4 TS setup

Change the contents of subclause 10.3.11.1 as shown:

Figure 68.2 shows the sequence of messages occurring at a TS setup.

The WSTA SME decides that a TS needs to be created.  How it does this, and how it selects the TSPEC parameters are beyond the scope of this specification. The SME  generates an MLME-ADDTS.request containing a TSPEC. A TSPEC may also be generated autonomously by the MAC without any initiation by the station management entity. However, if a TSPEC is generated subsequently by the SME, the TSPEC generated autonomously by the MAC shall be overridden. If one or more TSPECs are initiated by the SME, the autonomous TSPEC shall be terminated.

The WSTA MAC transmits the TSPEC in an ADDTS QoS action request to the HC and starts a response timer called ADDTS timer of duration dot11ADDTSResponseTimout.

The HC MAC receives this MPDU and generates an MLME-ADDTS.indication primitive to its SME containing the TSPEC.

The SME in the HC decides whether to admit the TSPEC as specified, admit the TSPEC with a counter proposal or refuse the TSPEC and generates an MLME-ADDTS.response primitive containing the TSPEC and a status value.  The contents of the TSPEC and status field contain values specified in table 23.2.

Table 23.2 – TSPEC and Status field contents in the MLME-ADDTS.response

	Condition
	TSPEC Contents
	Status

	HC SME grants requested TXOP
	Exactly as the requested TXOP
	Success

	HC SME grants an altered TXOP
	TSID and Direction field the same as the requested TXOP.  Other fields can be modified
	ALTERNATIVE

	HC SME refuses TXOP
	Exactly as the requested TXOP
	REFUSED


The HC MAC transmits an ADDTS QoS action response containing this TSPEC and status.

The WSTA MAC receives this MPDU and cancels its ADDTS timer.  It generates an MLME-ADDTS.confirm to its SME containing the TSPEC and status.

The WSTA SME decides whether the response meets its needs or not.  How it does this is beyond the scope of this specification.   In the “OK” and “ALTERNATIVE_GRANT” Status cases, the TS is in the active state.  If an alternative grant is acceptable, the setup procedure ends here.  Otherwise, the whole process can be repeated using the same TSID and Direction and a modified TSPEC until the WSTA SME decides that the granted TXOP is adequate or inadequate and cannot be improved.  If the WSTA SME decides to terminate and that an ALTERNATIVE is inadequate, it is the responsibility of the WSTA SME to destroy the TS using the TS Deletion procedure.


[image: image2.emf]WSTA MAC WSTA SME HC MAC HC SME

MLME-ADDTS.request

ADDTS QoS Action

Request

MLME-

ADDTS.indication

MLME-

ADDTS.response

ADDTS QoS Action

Response

MLME ADDTS.confirm

ADDTS timer

loop 1,n


Figure 68.2 – TS Setup

11.4.5 Failed TS setup

There are three possible types of Failed TS setup:

1. An alternative grant is not acceptable to the non-AP STA SME

2. The ADDTS MPDU transmission failed

3. No ADDTS MPDU response is received from the HC (for example because of delay due to congestion, or because the response frame cannot be transmitted)

The first case is indistinguishable from success within the MAC sublayer
, and so is not considered further here.

Cases 2 and 3 are considered to be the same as the non-AP STA cannot be sure that its transmission failed.  Figure 68.3 summarizes this case.  The non-AP STA MAC shall send a DELTS QoS Action request to the HC specifying the TSID and Direction of the failed request just in case the HC had received the request and it was the response that was lost.
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Figure 68.3 – Failed TS Setup detected within non-AP STA MAC

11.4.5TS deletion

There are two types of TS deletion:  non-AP STA-initiated and HC-initiated. In both cases, the SME entity above the MAC generates an MLME-DELTS.request specifying the TSID and Direction of the TS to be deleted.  This causes the MAC to send a DELTS management action frame.

The TS is considered inactive within the initiating MAC when the ACK MPDU to the management action frame is received.  No management action frame response is generated.

Figure 68.4 shows the case of TS deletion initiated by the non-AP STA.  The case of HC-initiated TS deletion is the same with the non-AP STA and HC labels swapped over.
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Figure 68.4 TS Deletion (non-AP STA-initiated)

11.4.-5 TS timeout

TS timeout is detected within the HC MAC when no traffic is detected on the TS within the inactivity timeout specified when the TS was created.

For an uplink TS, the timeout is based on the arrival of correctly received MSDUs within the MAC after any decryption and reassembly.

For a downlink TS, the timeout is based on the arrival of valid MAC-UNITDATA.request primitives using this TS at the MAC service interface.

For a direct link TS, returning QoS NULL immediately after SIFS interval that contains a zero queue size field in the QoS control field in response to a QoS CF-Poll or missing QoS NULL termination of a TXOP are both considered to be inactivity.  Any other use of a polled TXOP delivered to the non-AP STA is considered to be activity on all direct link TS associated with that non-AP STA. Detection of inactivity of this type is optional.

In response to an inactivity timeout, the HC shall send a DELTS QoS Action request to the non-AP STA, and inform its SME using the MLME-DELTS.indication.

The case of uplink TS timeout is shown in figure 68.5.
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Figure 68.5 TS Timeout

11.5 Group Ack operation

Group Ack may be set up at the MAC or by the initiation of SME. The set up and deletion of Group Ack at the initiation of the SME is described in this subclause.

11.5.1 Set up and modification of the Group Ack parameters

The procedures for setting up and modifying the Group Ack parameters for originator and the recipient are described in 11.6.1.1 and 11.6.1.2 respectively and illustrated in Figure 68.6. 
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Figure 68.6 – Group Ack set up

11.5.1.1 Procedure at the originator

Upon receipt of MLME-ADDGA.request, an originating QSTA shall set up the Group Ack via the following procedure that has data traffic to send and intends to use Group Ack facility mechanism.

a) Check if the intended recipient QSTA is capable of participating in Group Ack mechanism by discovering and examining its “Group Ack” capability bit. If the recipient is capable of participating, the originator sends an ADDGA request QoS Action frame indicating the TID. 

b) If an ADDGA response QoS Action frame is received with the matching Dialog Token and the TID, and with a Result Code set to a value of “Action completed successfully”, the QSTA has established Group Ack mechanism with the receiving QSTA and the MLME shall issue an MLME-ADDGA.confirm indicating the successful completion of the operation.

c) If a ADDGA response QoS Action frame is received with the matching Dialog Token and the TID, and with a Result Code set to a value other than “Action completed successfully”, the QSTA has not established Group Ack mechanism with the receiving QSTA and the MLME shall issue an MLME-ADDGA.confirm indicating the failure of the operation.

11.5.1.2 Procedure at the recipient

A receiver shall operate as follows in order to support Group Ack initialization and modification. 

a) Whenever an ADDGA request QoS Action frame is received from another QSTA, the MLME shall issue an MLME-ADDGA.indication.

b) Upon receipt of the MLME-ADDGA.response, the QSTA shall respond by an ADDGA response QoS Action response frame with a Result code as defined in 7.4.3.2.  

1) If the Result code is “Action completed successfully” the Group Ack is considered to be established with the originator. Contained in the frame are the type of Group Ack and the number of buffers that have been allocated for the support of this Group. 

2) If the Result code is “REFUSED” the Group Ack is not considered to have been established. 

11.5.2 Tear down of the Group Ack mechanism

The procedure at the two QSTAs is described in 11.6.2.1 and 11.6.2.2 and illustrated in Figure 68.7.
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Figure 68.7 – Group Ack Deletion

11.5.2.1 Procedure at the initiator of the Group Ack teardown

Upon receipt of MLME-DELGA.request, the QSTA shall tear down the Group Ack vial the following procedure:

a) The QSTA shall transmit a DELGA request QoS Action frame.

b) Upon the receipt of an acknowledgement to the Delete Group Ack request QoS Action frame, the MLME issues a MLME-DELGA.confirm.

11.5.2.2 Procedure at the recipient of the DELGA request QoS Action frame

A QSTA shall issue a MLME-DELGA.indication when a DELGA request QoS Action frame is received:

11.5.3 Error recovery upon a peer failure

When a timeout of dot11PeerLivenessTimeout is detected, the QSTA shall act as though a DELGA request had been received and will issue a MLME-DELGA.indication. The procedure is illustrated in Figure 68.8. 
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Figure 68.8 – Error Recovery by the Receiver upon a peer failure






� The presence of the TID field allows an 802.11 QBSS to function as a LAN that is "able to signal the user priority" as this phrase is used in IEEE 802.1D.


� For Re-ordering Buffer size, the recipient advertises a single scalar number that is the number of maximum-size fragment buffers available for bursting. Every buffered MPDU will consume one of these buffers regardless of whether the frame contains a whole MSDU or a fragment of an MSDU. In other words, ten maximum-size unfragmented MSDUs will consume the same amount of buffer space at the recipient as 10 small fragments.


� When the non-AP STA SME is intending to create a new TS, it is recommended that the SME allocate new TSIDs from among those unused in a circular fashion,  thus avoiding any recently used TSIDs.


� This is only considered a failure in the SME of the non-AP STA.





Submission
page 1
John Kowalski et Al. SHARP & PHILIPS


_1083035647.vsd

_1083036972.vsd

_1095490907.vsd
WSTA MAC�

WSTA SME�

QSTA MAC�

QSTA SME�

MLME-DELGA.request�

DELGA QoS Action Request�

MLME-DELGA.indication�

ACK �

MLME-DELGA.confirm�

Initiator of deletion�

Responder�


_1095491085.vsd
QSTA MAC�

QSTA SME�

QSTA MAC�

�

QSTA SME�

QoS DATA�

MLME DELGA.indication�

Inactivity Timer�

�


_1095490666.vsd
QSTA MAC�

QSTA SME�

QSTA MAC�

QSTA SME�

MLME-ADDGA.request�

ADDGA QoS Action Request�

MLME-ADDGA.indication�

MLME-ADDGA.response�

ADDGA QoS Action Response�

MLME ADDGA.confirm�

ADDGA timer�

�

�

Originator�

Recipient�


_1083035735.vsd

_1082985326.vsd

_1082982583.vsd

