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1. Monday Afternoon 

1.1. Secretary

1.1.1. Tim Godfrey

1.2. Call to order

1.2.1. Meeting called to order at 3:30PM by John Fakatselis

1.3. Opening

1.3.1. Objectives of this session

1.3.1.1. Start resolving comments on the Letter Ballot.

1.3.1.2. The ballot has not closed. We cannot have formal resolutions yet. 

1.3.1.3. At some point we will adjourn to an ad-hoc comment resolution group. They will generate recommended resolutions. In July, we will formally accept those recommendations as resolutions.

1.3.1.4. Chair notes that votes and comments are due by May 20th. Some votes that have been received will be void unless they are changed. They will be notified by email. “No” votes must have comments. The only valid abstention is due to lack of technical expertise. 

1.3.1.5. Those who gain voting status this week cannot vote on the current letter ballot. 

1.3.2. Review of process

1.3.2.1. Ballot has not closed yet. We cannot adopt resolutions on comments submitted so far.

1.3.2.2. However, resolving the comments now will save us time in July when we address the remaining comments, and make binding resolutions.

1.3.3. Review of Study Group  on AV transport

1.3.3.1. John Kowalski 

1.3.3.2. A teleconference was held to discuss AV transport and 1394. Discussions of the transport and the required protocol.

1.3.4. Review of 802.11 policies and rules

1.3.4.1. The chair has the right to recognize non-voters during discussion and debate. 

1.3.4.2. There are about 10 new participants, and several new voting members. 

1.3.4.3. Review of Robert’s rules basics.

1.3.5. Review of Agenda (per agenda document 206r5)

1.3.5.1. Current proposed agenda

1.3.5.1.1. Review Minutes

1.3.5.1.2. Matters arising for the minutes

1.3.5.1.3. Call for papers / presentations

1.3.5.1.4. Recess for Ad Hoc 

1.3.5.1.5. Continue at 6:30PM with comment resolution

1.3.5.1.6. Tuesday AM – Comment resolution

1.3.5.1.7. Tuesday Afternoon – John Kowalski AV Study Group

1.3.5.1.8. Wednesday – Comment Resolution

1.3.5.1.9. Thursday AM – Study Group

1.3.5.1.10. Thursday AM – Comment resolution

1.3.5.1.11. Thursday Aft – adjourn Ad Hoc comment resolution. One hour for Study Group conclusion.

1.3.5.1.12. Thursday evening – Old Business, New Business, Resolutions from Ad Hoc, Plans for next meeting, any motions for the plenary. Adjourn at 9:30PM

1.3.5.2. Discussion of agenda

1.3.5.2.1. Request for presentation. – ½ hour would be needed. Request for Tuesday, due to not being available today. Would like to present before the Study Group.  

1.3.5.3. Adoption of agenda as shown

1.3.5.3.1. Adopted without objection

1.3.6. Approval of Minutes from Hilton Head

1.3.6.1. Minutes approved without objection

1.3.7. Call for Papers

1.3.7.1. 802.11e Isochronous supercycles. Doc 246.. Peter Johanssen

1.3.7.2. (untitled) Doc 247 Peter Johanssen

1.3.7.3. AV Multicast for 802.11e (DOC ???) John Kowalski.

1.3.7.4. AV User Requirements (DOC ???) John Kowalski

1.3.7.5. Packet Capture (Doc 232) Eric 

1.3.7.6. Proposed changed to 802.11e Draft. Doc 243 Mathilde

1.3.7.7. Problems with 802.11e NAV operation (doc ???) Sunghun 

1.3.7.8. Quantification of capture effect (doc ) Amman Singla.

1.3.7.9. Signaling for stream registration (doc) Sri Kandala

1.3.7.10.  Benefits of an expanded Traffic label (doc 123) Michael Fischer 

1.3.7.11.  Cleaning up MAC PHY timing ( doc 127) Michael Fischer

1.4. Presentation of Papers

1.4.1. Packet Capture UDP Experiments

1.4.1.1. Eryk Dutkiewicz – Motorola Australia

1.4.1.2. Document 232

1.4.1.3. Testing done with a flood of UDP packets over 802.11b nodes. Trace with TCPdump.

1.4.1.4. Discussion

1.4.1.4.1. Simulation models need to be improved with better PHY models.

1.4.1.4.2. Different results are obtained for different access points. 

1.4.1.5. Announcement from the chair of 802.11

1.4.1.5.1. ExCom members have discussed voting rights. The new voting members as of this session do not have to vote according to 2.8.1, and so are not affected by any loss of voting rights for LB25, 26, and 27. 

1.4.1.5.2. The chair rules that members were in the 802.11 WG balloting group (see 2.8.1) and are eligible for loss of voting rights due to failure of submitting two out of three consecutive letter ballots will maintain their voting rights until Noon Friday, at which time will they lose their voting rights. 

1.4.1.5.3. New voters at this meeting who are not part of the 802.11 WG balloting group for LB 27, so they are not affected. 

1.4.1.5.4. The chair restates that the rules state that  voting rights on a letter ballot are based on voting status as of the start of the letter ballot.   

1.4.1.5.5. Do comments then have to be in by Tuesday? Yes. Because they are part of your vote.

1.4.1.5.6. Quotes from 802.11 rules:

1.4.1.5.6.1. 2.8.1 Draft Standard Balloting Group

1.4.1.5.6.2. The 802.11 WG balloting group consists of all voting members of the 802.11 WG as of the close of the day the ballot package distribution was completed as determined by the WG chair.

1.4.1.5.6.3. 7.1.4 Working Group Ballot

1.4.1.5.6.4. …

1.4.1.5.6.5. Voting members have an obligation to vote. Not returning two, valid, ballots in a sequence of 3 letter ballots will automatically terminate voting rights. Abstentions are only counted as valid if they are based on “lack of expertise”

1.4.1.6. Discussion

1.4.1.6.1. Do we know why this effect is happening? Was RTS/CTS really being used? Yes, it could be see them on the air. Packets were dropped by MAC buffer overflows. 

1.5. Recess regular session for Ad Hoc Comment resolution

1.5.1. No Objection

1.6. Comment Resolution group

1.6.1. Review of comment resolution process

1.6.1.1. We cannot make definite decisions on resolutions since the ballot is not closed. The output of this ad hoc 

1.6.1.2. If there are papers related to comments, there will be time given to present them. 

1.6.1.3. At the end of discussion, we will try to form a resolution, either accepting or rejecting the suggestion of the commenter.

1.6.1.4. We may accept an amended resolution, or sometimes reject the comment.

1.6.1.5. Comments will be read, and the group will be asked if there is any objection to accepting the comment and resolution as stated. 

1.6.1.6. For each comment, we will document the vote on the comment acceptance with two votes – one for voters only, and another with all present voted.

1.6.1.7. We have probably 300 comments so far, but there are many duplicates. On clauses 7 and up, technical, there about 320 comments. There about 100 before clause 7. 

1.6.1.8. At the end of the process, we will have a single document with all comments.

1.6.1.9. Currently, there are 7 separate documents broken down by clauses, and one for “general” (multi-clause) comments. Documents 261 to 270. 

1.6.1.10. Note that there were some comments that were not identified as editorial or technical. They were considered editorial unless the comments were a part of a No vote.

1.6.1.11. Do not use bookmarks in the Name column. 

1.6.2. At 5:15PM, TGe recesses until 6:30PM

2. Monday Evening - TGe Ad Hoc Session

2.1. Opening

2.1.1. Call to Order 6:30PM

2.1.2. Review of comment resolution procedure

2.1.2.1. We will address comments and offer to accept it.

2.1.2.2. If there is an objection, there will be discussion, leading to a resolution. 

2.1.2.3. We will vote, and a 75% vote results in a recommended resolution.  

2.1.2.4. I f the vote fails, the comment remains unresolved.

2.1.2.5. If we get stuck on a comment, it will be skipped.

2.1.3. The chair moves to Duncan Kitchin

2.2. Comment Resolution

2.2.1. Comments on Clause 6 – doc 263r1

2.2.1.1. Comment 1 

2.2.1.1.1. How can we deal with “reserved” comments? A null comment on a place where no text is in place. The rules states that you can comment on any text that changes, so this is not necessary to preserve the right to comment later.

2.2.1.1.2. Accepted – no change required.

2.2.1.2. Comment 2 on 6.1.1

2.2.1.2.1. Is this comment making QoS mandatory, and thus eliminating backwards compatibility. The QoS bit indicates 802.11e conformance. 

2.2.1.2.2. Desire that the QoS facility be mandatory for 802.11e.

2.2.1.2.3. Belief is that this is already the intent. It will be specified in the PICS, not here.  

2.2.1.2.4. Suggested resolution – To remove the word “optional” in references to QoS functions in clauses 6 through 11 and to add a paragraph to sub-clause 5.2.2.2 which states  what functions parts of the QoS facility are necessary for conformance to802.11e.. 

2.2.1.2.4.1. This fixes an entire class of problems.

2.2.1.2.4.2. Acceptable to commenter

2.2.1.2.4.3. Is there any objections to accepting this resolution? None

2.2.1.2.4.4. Resolution accepted.

2.2.1.3. Comment 3 on 6.2.1.1

2.2.1.3.1. 8 priority values are not adequate. Expand the parameter priority values to 16. 

2.2.1.3.2. This information shows up on the air interface, and at the MAC SAP. 

2.2.1.3.3. Suggestion to go to 4 bits , 16 values, 8 for priority and 8 for parameterized. We need to disambiguate this. 

2.2.1.3.4. Proposed resolution – allow 16 values for the priority parameter. Values 0-7 have their traditionally meaning, and Values 8-15 are for parameters. 

2.2.1.3.5. The TCID changes also. In Clause 7.1.3.5.1. 

2.2.1.3.6. In the draft, fig 14.5, the top two rows change by defining bit 15. 

2.2.1.3.7. Deferred – see document 01/123

2.2.1.4. Comment 4 on 6.2.1.1

2.2.1.4.1. Comment: Having a variable MSDU MTU depending on features seems to leak unnecessary MAC-layer knowledge into layers above the MAC

2.2.1.4.2. Suggested: Define a constant MSDU MTU

2.2.1.4.3. Discussion.

2.2.1.4.3.1. Would this cause a backwards compatibility issue?

2.2.1.4.3.2. There are 2 questions - backward compatibility is a non issue since 802.11-1999 has a maximum of 2304, but it doesn’t have security, FEC, etc that make it longer. As long as we don’t make 1999 devices non-conformant there is no problem. 

2.2.1.4.3.3. Can we fix the MTU at 2048?

2.2.1.4.3.4. No we shouldn’t make it smaller. 

2.2.1.4.3.5. What is the largest MTU that the PHYs will support? 802.11a can accept up to 4095. The FH PHY can support up to 4095 also. 

2.2.1.4.3.6. Small frames minimize the impact of a bit error.

2.2.1.4.3.7. Regarding long MTUs there is a proposal for Ethernet for “jumbo” frames.

2.2.1.4.4. Vote on the resolution 

2.2.1.4.4.1. Voting Members: Resolution is accepted 22:3:6.

2.2.1.4.4.2. Non-voters: 0:1:8

2.2.1.5. Comment 5

2.2.1.5.1. Already Resolved by resolution of comment 2 in this document (263)

2.2.1.6. Comment 6 on 6.2.1.1.2

2.2.1.6.1. Comment: The semantics of the “Contention” and “Contention-Free” service parameters are not adequately defined. Do they express a preference or an absolute constraint?  This parameter would also appear to be able to affect MSDU re-ordering over and above that implied in 6.1.3.Also these two cases and the priority classes are different.  The priority class parameter can be transported exactly,  but the Contention/Contention-free cannot – it has to be inferred inexactly by the receiver.

2.2.1.6.2. Suggested: Remove the Contention & Contention-free priority classes.

2.2.1.6.3. Discussion

2.2.1.6.3.1. The semantics are described subsequently in 6.2.1.1.2, in a portion not being modified in the draft, and 6.1.2.2. If we deleted these, we would render former implementations non-conformant. 

2.2.1.6.3.2. The objective is to make it clear that the QoS facility depends on these.

2.2.1.6.4. Vote on the resolution

2.2.1.6.4.1. Voters: Comment rejected – 3:10:10

2.2.1.6.4.2. Non-voters: 3:0:10

2.2.1.7. Comment 7 on 6.2.1.1.2

2.2.1.7.1. Comment: Why has the MTU been reduced when an option is used?  Other standards, notably 802.3, have expanded their MTU when required to carry additional information, such as VLAN tags.

2.2.1.7.2. Suggested: Extend the allowable size of the MSDU rather than reducing it, when using the “optional facilities”.

2.2.1.7.3. Discussion

2.2.1.7.3.1. Asking to extend the MPDU maximum to keep the current allowable size. 

2.2.1.7.4. We have already voted and accepted a comment in the opposite sense. 

2.2.1.7.5. Suggestion to defer  until the commenter is present.

2.2.1.7.6. No objection

2.2.1.8. Comment 8 – on 6.2.1.3.2

2.2.1.8.1. Comment: It is not clear why the dropping of a packet (due to failed delivery) is not reportable to the upper layers.

2.2.1.8.2. Suggested: Clarify

2.2.1.8.3. Discussion

2.2.1.8.3.1. There was a misunderstanding of MAunitdata.status. It is not to report the result of deliver. It is an unacknowledged service. It is for problems with the transmitted data. 

2.2.1.8.3.2. Proposed resolution – Rejected. State that packet delivery is not guaranteed. The definition of MAC service is connectionless and unacknowledged. 

2.2.1.8.4. Defer until the commenter is present.

2.2.1.9. Comment 9 – on 6.2.1.3.2

2.2.1.9.1. Comment : P 14, L 10 Missing information. Change is needed for completeness.

2.2.1.9.2. proposed: Insert text: Undeliverable (MSDUTimer reached aMaxMSDULifetime [TC] before successful delivery of an MSDU of traffic category TC)

2.2.1.9.3. Discussion

2.2.1.9.3.1. This would be incorrect – A traffic category is not used in this case. What happens is the MSDU lifetime counters are described in clause 9.  MAunitdata.status is the result of the transmission request, not the transmission. There is no primitive to provide the eventual result of a transmission, since the MAC is considered connectionless. Do we need such a primitive? It is not unreasonable to have one. 

2.2.1.9.4. Disposition – comment was withdrawn

2.2.1.10. Comment 10 –

2.2.1.10.1. Commenter not present: Comment deferred

2.2.1.11. Comment 11 – on 6.2.1.2.2

2.2.1.11.1. Comment: Should we include a response for “uncorrectable error” and possibly “correctable error”

2.2.1.11.2. Suggested: We should include as suggested.

2.2.1.11.3. Discussion

2.2.1.11.3.1. Why include one and not the other? The transmitter never knows there is an error on the medium.

2.2.1.11.3.2. Proposed resolution – add a case for “or success with correction” after “success”. 

2.2.1.11.4. Vote on the resolution

2.2.1.11.4.1. Voting Members: Resolution accepted 24:2:5

2.2.1.11.4.2. Non Voters: 9:0:2

2.2.1.12. Comment 12

2.2.1.12.1. Deferred due to commenter not present

2.2.1.13. Comment 13 – 6.1.3

2.2.1.13.1. Comment: Does MSDU reordering make sense in the QoS environment? Is this on a per Queue or per traffic class basis? Strictly Ordered Service does not make sense, should not be on a packet-by-packet basis, but on a session wide basis.

2.2.1.13.2. Suggested: Explain how this will work Make strictly ordered service definition on a session wide basis not on a packet by packet basis.

2.2.1.13.3. Discussion

2.2.1.13.3.1. Does the strictly ordered class even work? Nobody implements it. 

2.2.1.13.4. Comment withdrawn

2.2.1.14. Comment 14 – 6.1.3

2.2.1.14.1. Comment: There is an “information gap” between the receiving station that knows it wants to receive strictly-ordered MSDUs or would like to save power and the transmitting station that specifies this parameter.

2.2.1.14.2. Suggested: Remove this section and the strictly ordered traffic category elsewhere.

2.2.1.14.3. Discussion

2.2.1.14.3.1. This was a useless facility when it was established, and no longer needed. It is not in the PICS, so taking it out would not cause non-conformance.

2.2.1.14.3.2. Proposed Resolution: remove all mention of strictly ordered service class, including all the errors about trying to use it, in the updated standard.

2.2.1.14.4. Vote on accepting the resolution:

2.2.1.14.4.1. Voting Members: 27:0:1

2.2.1.14.4.2. Non voters: 12:0:1

2.2.1.15. Comment 15 – 6.2.1.1.4

2.2.1.15.1. Comment: We should consider passing back what is available if a request cannot be fulfilled. That way there can be negotiation rather than a game of 20 questions

2.2.1.15.2. Discussion

2.2.1.15.2.1. We have an architecture where status information is at the MLME SAP, not the MAC SAP in this reference. 

2.2.1.15.2.2. There is an open issue in clause 10 on this subject. 

2.2.1.15.2.3. Straw Poll – should this information be available at an abstract interface? 13:1:8

2.2.1.15.2.4. Suggestion that a new SAP might be the best interface for this sort of information. Unitdata.status is not the place for this.

2.2.1.15.3. Comment withdrawn pending further consideration

2.3. At 9:20PM, recess until tomorrow at 8:00AM

3. Tuesday - TGe Ad Hoc Session

3.1. Opening 

3.1.1. Called to Order at 8:00AM

3.1.2. Review of the resolution process so far

3.1.3. Announcement

3.1.3.1. At the 3:30PM session today we will have 3 papers. 

3.1.3.2. At 4:30 today we will have the AV study group for one hour.

3.2. Comment Resolution

3.2.1. Comments on Clause 7

3.2.1.1. Comment 45 – clause 7.1.3.2

3.2.1.1.1. Comment: Not convinced that the use of values less than 32768 during the CFP is the  best thing to do. HCF Implementations in environments where its not beneficial to have  NAV  set can stop the CFP by sending CF end and then use the virtual carrier sense mechanisms.

3.2.1.1.2. Suggested: Remove the recommendation to implementers.

3.2.1.1.3. Discussion

3.2.1.1.3.1. The reason for this is to have a uniform set of frame exchange rules. If the existing requirement to use only 32768, then only cf-pollable stations as in the base standard are able to communicate during the CFP. We had a compromise that CF-pollable didn’t require all the capabilities. If we require a fixed value, it reverses that previous decision. 

3.2.1.1.3.2. The NAV rules haven’t changed. A duration never reduces the NAV value. Any legacy station setting its NAV from a beacon or TBTT, and would not contend in the CFP. 

3.2.1.1.4. Comment Withdrawn

3.2.1.2. Comment 46 – clause 7.2.3.12

3.2.1.2.1. Comment: 1 Activation delay is present only in action request frames. 2 Non zero activation delays may be used with action codes that are specified to permit or to require such.  3 ESTAs that receive an action frame with recognized category code but an unrecognized request action code required to generate a response error

3.2.1.2.2. Suggested: 1) Remove this requirement there may be cases where activation delay is useful for response  2) This requirement be modified to say that non zero activation delays may be used except when such action codes specifically do not permit such use. (Or this requirement may be removed). 3) evaluate the suitability., ignore unrecognized action codes.

3.2.1.2.3. Discussion

3.2.1.2.3.1. Commenter wants to add an additional byte. Activation delay in response frame.

3.2.1.2.3.2. Why is this needed? You might want a indicate a different effective time than what was requested. 

3.2.1.2.3.3. Editor: The activation delay requires a state machine in all stations to process the management subheader to synchronize the action with TSF and beacons. The negotiation of when to commence an action shouldn’t be part of the request to initiate the action. The intent of the command is imperative.

3.2.1.2.4. Part 1 of the comment is withdrawn

3.2.1.2.5. Part 2 – Editor feels this will create additional complexity without any benefit. This would permit activation delay in all cases. There may be side effects.

3.2.1.2.6. Discussion

3.2.1.2.6.1. We should explicitly say it is allowed

3.2.1.2.6.2. There is a general problem with action delays – How many such deferred actions must a conforming station support? How much memory is required? 

3.2.1.2.6.3. The thinking behind the draft wording is to avoid having to set such a limit. The default is that activation delay is not there. An activation delay is optional. 

3.2.1.2.7. Vote on the resolution – part 2: 

3.2.1.2.7.1. Voters: fails 1:15:19

3.2.1.2.7.2. Non Voters: 1:0:15

3.2.1.2.8. Part 3 – proposed modification: removing the error response to unrecognized action codes. 

3.2.1.2.9. Discussion

3.2.1.2.9.1. The way it is written, it allows for extension of the standard. 

3.2.1.2.10. Commenter Withdraws part 3

3.2.1.3. Comment 47 – clause 7

3.2.1.3.1. Comment: There should be a reference here to correctable frames as well as those received without error

3.2.1.3.2. Proposed: “frames without errors or with corrected errors”

3.2.1.3.3. Vote on resolution

3.2.1.3.3.1. Voting Members: passes 27:0:7

3.2.1.3.3.2. Non Voters: 6:0:8

3.2.1.4. Comment 48 – 7.1.1

3.2.1.4.1. Comment: There should be a reference here to correctable frames as well as those received without error. Reserved value in non reserved fields are not transmitted by conformant stations

3.2.1.4.2. Proposed: add “or with corrected errors”

3.2.1.4.3. Comment accepted without objection

3.2.1.5. Comment 49 – 7.2.1.1

3.2.1.5.1. Comment: 1) If it is the case that an RTS is not very useful in the case where there is a single BSS and it is assumed that all STAs can here the AP, then it should be pointed out that the use of RTS/CTS is not required but is up to the discretion of the implementer 2) The duration of RTS should depend on frame exchange that it is part of as defined  in clause 9   
 3) Note seems to indicate that ESTA s do not set NAV to CFPmaxDuration at TBTT in CFP.

3.2.1.5.2. Discussion

3.2.1.5.2.1. Under the existing rules, useRTS is defined in clause 9, based on a MIB attribute RTS threshold. RTS is stated to not be used in the CFP, but would be allowed under HCF. 

3.2.1.5.2.2. There are benefits for RTS even in a single BSS.

3.2.1.5.3. First part of comment withdrawn.

3.2.1.5.4. Proposed Resolution, part 2: “For all RTS frames sent under DCF Rules…… “For all other uses of RTS, the duration field is calculated in the relevant section of clause 9”

3.2.1.5.5. Vote on proposed resolution

3.2.1.5.5.1. Voting members: 30:0:4

3.2.1.5.5.2. Non Voters: 11:0:2

3.2.1.5.6. Part 3 – Discussion

3.2.1.5.6.1. If you send an RTS to a legacy STA in the CFP, there will not be a response, since its NAV will be set.

3.2.1.6. Comment 50 – 7.2.1.10

3.2.1.6.1. Comment: Change to accommodate elimination of CC frame

3.2.1.6.2. Suggested: The RR frame should be modified to include multiple QoS Control fields for different traffic classes that may be simultaneously put into one RR packet.

3.2.1.6.3. Discussion

3.2.1.6.3.1. There are a number of comments that address this. We should address all of them at once. 

3.2.1.6.4. Defer as part of CC/RR discussion

3.2.1.7.  Comment 51 – 7.4

3.2.1.7.1. Comment: Should we say something about just what QoS management actions are?

3.2.1.7.2. Discussion

3.2.1.7.2.1. Some explanation before table 20.1 

3.2.1.7.3. Comment withdrawn pending generation of some suggested text

3.2.1.8. Comment 52 – 7.2.1.2

3.2.1.8.1. Comment: If it is optional to send an RTS, is it optional to respond to an RTS with a CTS?
The duration of CTS should depend on frame exchange that it is part of as defined  in clause 9

3.2.1.8.2. Discussion

3.2.1.8.2.1. The CTS response is not optional. The duration is constant. 

3.2.1.8.2.2. It is an equivalent change to previous resolution

3.2.1.8.3. Accepted without objection

3.2.1.9. Comment 53 – 7.4.1

3.2.1.9.1. Comment - QoS level 3 is referred to.

3.2.1.9.2. Proposed resolution – editorial oversight. We propose an expanded resolution: to remove all references to QoS Levels 1, 2, and 3. 

3.2.1.9.3. Discussion

3.2.1.9.3.1. The original level scheme included 3 levels with specific exclusions. There are differential implementations. There is not a specification of a minimal set of parameters for parameterized. 

3.2.1.9.3.2. Is it possible for a BSS to support simultaneous Parameterized and Prioritized. Yes – we now have 16 traffic categories. 

3.2.1.9.3.3. Can we make this interoperable, with allocation of parameterized and prioritized TXOPS. 

3.2.1.9.3.4. This comment is editorial – there is still another discussion on communication of capabilities and implementation, and what needs to be in the PICs.

3.2.1.9.4. Vote on proposed resolution

3.2.1.9.4.1. Voting members: passes 27:1:3

3.2.1.9.4.2. Non Voters: 13:0:3

3.2.1.10. Comment 54 – 7.5

3.2.1.10.1. Comment: Not true that FEC is only used in parameterized QoS; also reference to QoS level 3 no longer valid
1) In the last MSDU block, it says that the last 4 octets is included as an FCS for the Frame body. If the last block is 208, then it will be (208+4 = 212 octets for the last MSDU.  Is the FEC performed on this 212 octets in which case it will be termed as  RS (228,212) or the last block should be 4 less octets. ??
2) It is not possible for FCS to fail in the error corrected frame.  then why do we need to compute the FCS for the frame body?? and determine whether to pass up the frame to the higher layers.
3) Is the FCS for the MPDU should be checked for passing the error corrected MPDU's or the (FEC FCS ) for the Frame Body ?
4) For non-FEC compatible STA's, do they use the FCS for the MPDU., or the FCS for the frame body or BOTH ??   They only know to drop the FEC parity bits.  Will they pass FEC FCS & FCS back to back to the higher layers??
5) If fragmentation is used, then larger MSDU sizes can be used ??  Does this mean block size for FEC encoding RS(255, 240) can be greater than 240 bytes??  It is not possible if the no .of correctable errors is t=8., and parity bytes = 16.

3.2.1.10.2. Discussion

3.2.1.10.2.1. It is the case  that FEC is only available in parameterized as defined.

3.2.1.10.2.2. First part of comment withdrawn.

3.2.1.10.3. Remaining comment parts will be considered editorial

3.2.1.11. Comment 55 – 7.2.3.1.10

3.2.1.11.1. Comment: There seems to be a conflict in this note. By definition, a legacy packet transmitted as  “contention” must have a priority value of either 0 or 7 depending on what the default bits represent, so how can this legacy packet not be strictly orderable?

3.2.1.11.2. Discussion

3.2.1.11.2.1. We have already dealt with this. We resolved strictly ordered in clause 6. 

3.2.1.11.3. Proposed Resolution: There is no conflict. StrictlyOrdered is not usable with the QoS facility. The reorderable has to do with power save

3.2.1.11.4. Comment withdrawn

3.2.1.12. Comment 56 – 7.2.1.3

3.2.1.12.1. Comment: What are the rules if an ACK frame is sent during the CFP under the HCF? The duration of ACK should depend on frame exchange that it is part of as defined  in clause 9.

3.2.1.12.2. Resolved in comment 52.

3.2.1.12.3. Commenter accepts, the same modification is accepted here without objection

3.2.1.13. Comment 57 – 7.2.3.1

3.2.1.13.1. Comment: Where are the definitions and discussion of BSS overlap mitigation and the use of the Proxy Beacon? Information is missing regarding 802.11d in the beacon table – ought not this information be available by this time. Comment reserved until information is available.

3.2.1.13.2. Defer to BSS Overlap Discussion

3.2.1.14. Comment 58 – done

3.2.1.15. Comment 59 – done

3.2.1.16. Comment 60  - 7.2.3.13

3.2.1.16.1. Comment:

1. Are container frames optionally supported, or mandatory, and if optional how is capability indicated?

2. Retry bit is interpreted for the container frame, clear retry bit need not mean that each MPDU is being transmitted for the first time

3. When address 1 is Broadcast address all MPDUs should have only group address for MPDU, this restriction need not be placed except when there is WEP

4. When address 1 is multicast, the MPDUs are restricted to the identical address1 – should this be the case?

5. Are there any special rules required to apply FEC to a container? Example, if some of the MPDUs are correctable are the subset of correctable MPDUs delivered or is the entire container rejected?

6. Even octet boundaries requirement introduces complexity of padding

7. Container can generate an MPDU too large given that the max MPDU size is quite large compared to maxSDU size. I this bounded by section 7.1.3.7?
3.2.1.16.2. Discussion

3.2.1.16.2.1. Container frames should either be taken out, or made optional.

3.2.1.16.2.2. If it is optional, there may be an interoperability issue? 

3.2.1.16.2.3. If we delete container frames, we need to delete all other references to them elsewhere.

3.2.1.16.2.4. Container frames are for aggregation. The CF Bursting does the job almost as well. 

3.2.1.16.2.5. Container frames were added for this reason: The PHY overhead goes up as the data rate goes up. Short frames have a higher and higher penalty. 

3.2.1.16.3. Proposed resolution: Delete Container frames and all references to them

3.2.1.16.4. Vote on resolution

3.2.1.16.4.1. Voting members: accepted 37:0:4

3.2.1.16.4.2. Non Voters: 11:0:5

3.2.2. At 10:00AM, Recess until 10:30AM

3.2.3. At 10:30AM, reconvene

3.2.3.1. Comment 9 – 7.4.4-9

3.2.3.1.1. Comment: These sections are incomplete. Remove these sections and reserve the codes.

3.2.3.1.2. Discussion

3.2.3.1.2.1. Commenter would like to reserve the codes

3.2.3.1.2.2. There is a need for clause 9 text to describe these frames

3.2.3.1.2.3. The entire table is already reserved if not explicitly named. 

3.2.3.1.3. Proposed resolution: Remove these sections and reserve the codes:

3.2.3.1.4. Vote on resolution

3.2.3.1.4.1. Voting members: passes 23:0:5

3.2.3.1.4.2. Non Voters: 8:0:4

3.2.3.2. Comment 10: 7.2.1.10

3.2.3.2.1. Comment “The TA is the address of the STA transmitting the frame.”  No TA is shown in the RR frame figure.

3.2.3.2.2. Suggested: Remove this sentence

3.2.3.2.3. Discussion

3.2.3.2.3.1. This is an inconsistency between the text and the figure

3.2.3.2.3.2. Resolution accepted without objection

3.2.3.2.3.3. Comment 11: 7.2.2

3.2.3.2.3.4. Comment: Table 4. Why use the 4-address format with duplication of address fields in the ESTA-ESTA case? The existing case,  now marked as STA-STA in an IBSS copes perfectly well with this case.

3.2.3.2.3.5. Suggested : Remove this usage and add ESTA-ESTA to the STA-STA in IBSS case.

3.2.3.2.3.6. Discussion

3.2.3.2.3.7. The three address format would work. It is not specified because of clause 5.5. ToDS and FromDS both 0 are a class 1 frame.  Changing this would cause an inconsistency with 5.5. 

3.2.3.2.3.8. Are we willing to have the 6 byte overhead in ESTA to ESTA? 

3.2.3.2.3.9. We need a proposal for how to fix 5.6.

3.2.3.2.3.10. Could we reclassify data frames as type 1? 

3.2.3.2.3.11. Can we add addressing problems in 5.6 as the resolution? The editor doesn’t know exactly how to do that. 

3.2.3.2.4. Proposed change: Move  the ESTA to ESTA line in table 4 to the fromDS and ToDS = 0 line, and make a modification to clause 5.5 to make frame with TODS and FROMDS both 0 to class 3 frames except when stations are part of an IBSS.

3.2.3.2.5. Discussion

3.2.3.2.5.1. What about IBSS that is supporting QoS? There is no explicit support of QoS in an IBSS. 

3.2.3.2.6. Vote on proposed resolution

3.2.3.2.6.1. Voting Members: accepted 24:0:6

3.2.3.2.6.2. Non Voters: 9:0:5

3.2.3.3. Comment 12: 7.4.1

3.2.3.3.1. Comment: The process of negotiating a parameterized TS is much more than an “advisory”.

3.2.3.3.2. Suggested: It needs a response defined that can include various reasons to refuse a proposed traffic spec.

3.2.3.3.3. Discussion

3.2.3.3.3.1. There needs to be a protocol for connection setup. Need a resolution that acknowledges that a connection setup can fail.

3.2.3.3.3.2. The QoS action for defining a traffic spec should include a response for success or failure. 

3.2.3.3.3.3. There is a larger area of Signaling that needs to be addressed.

3.2.3.3.3.4. We need to define a response, and a timeout for failure to respond.

3.2.3.3.3.5. Can’t we use existing timeouts for management response? Yes.

3.2.3.3.4. Proposed resolution: Add a new management action response for Define traffic specification.

3.2.3.3.5. Vote on the resolution

3.2.3.3.5.1. Voting Members: 25:0:4

3.2.3.3.5.2. Non Voters: 9:0:4

3.2.3.4. Comment 13: 7.5

3.2.3.4.1. Comment: “It is used in parameterized QoS”. It is not clear whether this comment attempts to restrict the use of FEC only to these cases. It is my opinion that FEC can usefully be used under other circumstances and not as part of a  parameterized QoS TS.

3.2.3.4.2. Suggested: Clarify precisely under what circumstances FEC can be used. Consider widening its scope to permit its use by ESTAs that do not support QoS level 3 (parameterized).This would require signaling of FEC (with and without immediate ACK) in the capability field and finding a place to signal presence of FEC coding on a per-MPDU basis.

3.2.3.4.3. Discussion

3.2.3.4.3.1. We need a way of turning FEC on and off.

3.2.3.4.3.2. The FEC corrects burst errors. We need a way of signaling this. On a per packet basis would be preferred. 

3.2.3.4.3.3. The FEC belongs in the PHY. The MAC FEC cannot correct some errors. 

3.2.3.4.3.4. Indicating FEC on a per packet basis would mean adding to MA.Unitdata.Request. 

3.2.3.4.3.5. Since 802.11g is considering FEC, and can add PHY header bits, that is the place to do this. 

3.2.3.4.3.6. The interpretation of a packet have to occur before the header is processed. The FEC doesn’t protect the MAC header. 

3.2.3.4.3.7. FEC belongs in the PHY. 

3.2.3.4.3.8. You could use parameterized QoS with FEC to mimic prioritized QoS. 

3.2.3.4.3.9. FEC needs to represented in a capability, and stipulate that association not be denied for not supporting FEC. 

3.2.3.4.4. Proposed resolution: Make FEC optional in a way that allows negotiation. The ability to receive FEC to be indicated in a capability bit 11. 

3.2.3.4.5. Vote

3.2.3.4.5.1. Voters: passes 27:0:1

3.2.3.4.5.2. Non Voters: 15:0:1

3.2.3.5. Comment 14: 7.5

3.2.3.5.1. “error correction is expected to take longer than a SIFS” – while this may be true today it will not remain so for long.  Should we build in implementation dependencies of this type into the spec?

3.2.3.5.2. proposed: Permit negotiation for a TS of the use of FEC with and without immediate ACK.

3.2.3.5.3. Discussion

3.2.3.5.3.1. Would like to increase data reliability for non-time bounded cases. Implementation should not limit this. 

3.2.3.5.4. Proposed resolution: In cases where FEC is longer than SIFS, an alternate acknowledgement policy must be used. Decouple acknowledgement policy and FEC.

3.2.3.5.5. Discussion

3.2.3.5.5.1. The sender needs to know of the receiver can immediately acknowledge or not. 

3.2.3.5.5.2. Does this decouple the no_ack bit? There is another issue for signaling this. 

3.2.3.5.6. Vote

3.2.3.5.6.1. Voting Members: accepted 28:0:1

3.2.3.5.6.2. Non Voters: 10:0:4

3.2.3.6. Comment 15: 7.2.3.1

3.2.3.6.1. This section (and others) reference a clause 9 section (BSS overlap mitigation) that does not exist.  This section will need to contain normative text describing mandatory behavior of ESTAs and EAPs that supports BSS overlap mitigation. Without this text,  this feature is incomplete.

3.2.3.6.2. Defer to broader discussion of BSS overlap

3.2.3.7. Comment 16: 7.6

3.2.3.7.1. Table 20.2 assumes that the EPC is the HC. But at the moment, this assumption is not correct.

3.2.3.7.2. Suggested: Require the EPC to be the HC.

3.2.3.7.3. Discussion

3.2.3.7.3.1. There is no requirement that the EPC to be the HC. This is editorial

3.2.3.7.4. Editorial – no objections.

3.2.3.8. Comment 17 ; 7.2.3.13

3.2.3.8.1. The referenced section in clause 9 does not exist.   Although it is fairly obvious how these frames should be used,  there may be normative requirements of clause 9 that are not obvious.

3.2.3.8.2. Container frames – already dealt with

3.2.3.9. Comment 18: 7.2.3.13

3.2.3.9.1. Dealt with

3.2.3.10. Comment 19 – 7.2.3.17

3.2.3.10.1. The second para implies broadcast traffic is sent after beacons or TBTTs,  when it is sent only after DTIM TBTTs according to existing power-saving rules .Have the rules changed,  or is this a false assumption?

3.2.3.10.2. Discussion

3.2.3.10.2.1. Should be “after beacons containing at DTIM element”

3.2.3.10.3. Proposed resolution – modify references to TBTT to “the TBTT of beacons containing a DTIM”

3.2.3.10.4. Vote

3.2.3.10.4.1. Voting members: accepted 25:0:4

3.2.3.10.4.2. Non Voters: 12:0:3

3.2.3.11. Comment 20 – 7.3.2.17

3.2.3.11.1. I’m not sure I believe the support implied here for ESTA to PS ESTA will work.  There’s a bit of a “chicken and egg” problem exchanging the directed probe request/response with the power-saving station.

3.2.3.11.2. Suggested: Provide guidance in the spec on how to reliably achieve the probe request/response exchange with the power-saving station.

3.2.3.11.3. Discussion

3.2.3.11.3.1. If a station is asleep, you can’t discover when it is awake. How does this work

3.2.3.11.3.2. There is no proposal known to address this issue. This is a known issue with power save in QoS. 

3.2.3.11.3.3. Is there any need for Power Save in a station using QoS facility to exist? 

3.2.3.11.4. Proposed Resolution: QoS ESTA to Power Saving ESTA traffic is not supported.

3.2.3.11.5. Vote

3.2.3.11.5.1. Voting Members: accepted 20:0:8

3.2.3.11.5.2. Non Voters: 5:0:11

3.2.3.12. Comment 21 – BSS overlap – defer

3.2.3.13. Comment 22 – “ – defer

3.2.3.14. Comment 23 – 7.1.3.5

3.2.3.14.1. Knowing the queue size (TC queue size) without knowing the rate that will be used to send DATA doesn’t allow the EAP/HC to allocate time, but does allow it to manage its internal storage.

3.2.3.14.2. Suggested: Replace TC queue size with an equivalent time-based specification.

3.2.3.14.3. Discussion

3.2.3.14.3.1. The place where this matters, it allows for it. The sending station can indicate using a duration of queue size. 

3.2.3.14.3.2. Are there any cases where the size is useful? 

3.2.3.14.3.3. It provides a means of modifying the objective of the scheduler. 

3.2.3.14.3.4. You need to know how many TXOPs are needed to transfer the queue. That is the best metric – TXOPs needed over the next beacon period.

3.2.3.14.3.5. In favor of time-based QoS reporting.  

3.2.3.14.3.6. A Traffic contract is bytes per second, not time. Backlog should be in bytes. 

3.2.3.14.3.7. Transmit ops requested is already separate from queue size. 

3.2.3.14.3.8. While there is potential variability in data rate, TXOPs are not uniform in size either. A station cannot translate its load into TXOPs. 

3.2.3.14.3.9. Why can’t the AP or HC infer the rate in use? It is the best information a station has as well. 

3.2.3.14.4. Proposed Resolution: Replace TC Queue size to duration in microseconds. 

3.2.4. At 12:00, recess until 1:00

3.2.5. Reconvene at 1:00PM

3.2.5.1. Comment 15 – 7.2.3.1

3.2.5.1.1. This section (and others) reference a clause 9 section (BSS overlap mitigation) that does not exist.  This section will need to contain normative text describing mandatory behavior of ESTAs and EAPs that supports BSS overlap mitigation. Without this text,  this feature is incomplete.

3.2.5.1.2. Suggested: Either remove all references to overlap mitigation (and mark fields as reserved) or supply the missing clause 9 text.

3.2.5.1.3. Discussion

3.2.5.1.3.1. BSS overlap mitigation is a good idea, but difficult. We need signaling to make it usable. 

3.2.5.1.3.2. BSS overlap may become a huge problem in dense populated areas. If we could develop a mechanism, could we graft it into the standard later? That shouldn’t be an issue. 

3.2.5.1.3.3. The suggested resolution is not to remove the concept, just the partial bits  currently in the draft. That would be an advantage for potential new approaches that might be considered later in balloting.

3.2.5.1.4. Proposed resolution: remove all references to overlap mitigation (and mark fields as reserved).

3.2.5.1.5. Discussion

3.2.5.1.5.1. Suggests that we not remove overlap mitigation, but fill in the requested text. 

3.2.5.1.5.2. However, we don’t have any proposals. 

3.2.5.1.5.3. The frame element formats and fields that are in the draft are from an earlier proposal. As such there is no great likelihood that it helps us by staying there. 

3.2.5.1.5.4. If we ignore the subject, we might get more no votes. We would accept a proposal in July. 

3.2.5.1.6. Vote

3.2.5.1.6.1. Voting members: passes 26:1:10

3.2.5.1.6.2. Non voters 5:0:4

3.2.5.2. Comment 24 - 7.1.3.3.3.

3.2.5.2.1. “Even if the EAP… functions are transferred to an alternate station”. There is inadequate support for doing this in the spec.  Would need the APs to signal some kind of AP capability and priority information in a standardized form so that the “most important” potential AP acted in this role.

3.2.5.2.2. Suggested: Remove the concept of EAP mobility or specify the necessary standardized mechanism for EAP election and transfer.

3.2.5.2.3. Discussion

3.2.5.2.3.1. Need a mechanism to insure the “best” AP is active. Is a difficult problem, so would like to remove entirely.

3.2.5.2.3.2. Nothing in this resolution speaks to a static location rather than a fixed MAC address. 

3.2.5.2.3.3. No change is needed in 7.1.3.3.3. It is not in conflict with a static location. Nor is it part of AP handoff. All it says that if at some point the AP is mobile, it could be supported.

3.2.5.2.3.4. This says a station can be implemented to assume the BSSID value cannot change, regardless of EAP mobility. 

3.2.5.2.3.5. If we addressed EAP mobility in a future standard, would this statement needed? If you want to implement AP mobility, and you satisfy this, you wouldn’t have to disassociate legacy stations. This assumption already exists. 

3.2.5.2.4. Proposed resolution – remove the concept and all references to EAP mobility from the draft.

3.2.5.2.5. Vote

3.2.5.2.5.1. Voters: accepted 17:3:18

3.2.5.2.5.2. Non Voters 5:0:13

3.2.5.3. Comment 25 – 7.2.1.7

3.2.5.3.1. The CF-Multipoll TXOPs are not specific to any particular traffic class,  but the CF-Poll ones are.  This appears to be inconsistent

3.2.5.3.2. Discussion

3.2.5.3.2.1. No TXOP is specific to any traffic category. TXOP disposition is at the discretion of the station 

3.2.5.3.3. Comment withdrawn

3.2.5.4. Comment 26 – 7.1.3.5.3

3.2.5.4.1. It is unclear why the behavior described in the last sentence: “The Non-final field is ignored in received MPDUs or MMPDUs with the More Fragments frame control field set to 1” should exist.  This confuses fragmentation and medium access.

3.2.5.4.2. Discussion

3.2.5.4.2.1. Suggest alternate resolution – the non-final field shall be set the same in all fragments.

3.2.5.4.2.2. You can have a fragmented MSDU across multiple TXOPs. 

3.2.5.4.2.3. An interpretation is needed on the precedence of more fragments and non-final. 

3.2.5.4.3. Proposed resolution – in the case where the non final field is 0 and the more fragments field is 1, it indicates this is the last fragment of a fragmented MSDU with the following fragments to be sent in a subsequent TXOP.

3.2.5.4.4. Vote

3.2.5.4.4.1. Voting Members: accepted 37:0:7

3.2.5.4.4.2. Non Voters: 16:0:2

3.2.5.5. Comment 27 -  7.1.3.1.8

3.2.5.5.1. The two red paras appear to contradict themselves.  It is unclear on reading them both if the “more data” field is set in a QoS data type if there are frames of other traffic classes buffered.

3.2.5.5.2. Suggested: Clarify which is the correct interpretation.

3.2.5.5.3. Discussion

3.2.5.5.3.1. The More Data field ought to indicate any queued traffic.

3.2.5.5.3.2. Make the MoreData field independent of traffic class.

3.2.5.5.4. Proposed resolution – delete entirely the second red paragraph. Make it explicit that the MoreData field is independent of traffic class. 

3.2.5.5.5. Vote

3.2.5.5.5.1. Voting Members: accepted 26:0:9

3.2.5.5.5.2. Non Voters: 6:0:10

3.2.5.6. Comment 28 – 7.1.3.5.4

3.2.5.6.1. It is not clear why the following behavior exists: “The TXOP limit field is also ignored in received MPDUs or MMPDUs with the More Fragments frame control field set to 1.”.

3.2.5.6.2. Discussion

3.2.5.6.2.1. It should say “with the non-final field set to 1”.

3.2.5.6.3. Proposed Resolution – Change the “more fragments field being 1” to” the non-final field being 1

3.2.5.6.4. An extension of comment 26

3.2.5.6.5. Vote

3.2.5.6.5.1. Voters 22:0:9

3.2.5.6.5.2. non voters 7:0:6. 

3.2.5.7. Comment 61 – 

3.2.5.7.1. already addressed by removal of BSS overlap comment 15

3.2.5.8. Comment 62 - 7.3.2.19

3.2.5.8.1. already addressed by removal of BSS overlap comment 15

3.2.5.9. Comment 63 -  

3.2.5.9.1. Need for CC frames has been eliminated due to ability to transmit RR anytime during CFP  . CC is unnecessary and is too complicated just for sending reservation requests.

3.2.5.9.2. Defer discussion to general comment section

3.2.5.10. Comment 64, 65

3.2.5.10.1. already addressed by removal of BSS overlap comment 15

3.2.5.11. Comment 66 - 7.1.3.1.3

3.2.5.11.1. My current understand is that frames may also be directed from STA to STA and from ESTA to ESTA. How is this included in these definitions.

3.2.5.11.2. Discussion

3.2.5.11.2.1. The assertion is wrong – there is nothing that speaks to ESTA to ESTA communication. An editorial update to match the previous resolution

3.2.5.11.3. Proposed resolution: Resolved by resolution of  comment 11. STA to STA is in a QBSS not allowed, ESTA to ESTA has been changed to class 3.

3.2.5.11.4. Vote 

3.2.5.11.4.1. Voting Members: accepted 24:0:7

3.2.5.11.4.2. Non Voters: 7:0:6

3.2.5.12. Comment 67

3.2.5.12.1. No text

3.2.5.12.2. Accepted without objection

3.2.5.13. Comment 68

3.2.5.13.1. Same as comment 66

3.2.5.14. Comment 69 – 7.1.3.5

3.2.5.14.1. Shouldn’t the TXOP limit subfield also be used when the frame subtype include QoS CF Poll and CF Multipoll?

3.2.5.14.2. Resolution – believe to be no longer applicable.

3.2.5.15. Comment 70, 71

3.2.5.15.1. No Text

3.2.5.15.2. Accepted without objection

3.2.5.16. Comment 72 - 7.1.3.5.2

3.2.5.16.1. If No Ack is indicated, and a transmission cannot be made after a SIFS period, does that not create a gap in the Contention Free Burst than can be exploited? For MSDUs with ack policy delayed ack on ack field should be set to 1 (mandatory)

3.2.5.16.2. Suggested: Change note to say that for MSDUs expecting delayed ack it is illegal to set no ack bit to 0. (change may be to should be for the dly ack clause).

3.2.5.16.3. Discussion

3.2.5.16.3.1. The proposed change has not effect –  not normative. If you get a data frame, you ack it. If a sending station wants to save the time of an ack, it can set the noack bit. Delayed ack is a separate issue. 

3.2.5.16.3.2. What is the signaling to set up a delayed ack? 

3.2.5.16.3.3. Recommend we reject this – it is unclear, and would have no normative impact. This issue should be dealt with in the acknowledgement policy.

3.2.5.16.4. Proposed resolution – Reject Comment

3.2.5.16.5. Vote

3.2.5.16.5.1. Voting Members: comment rejected 29:0:7

3.2.5.16.5.2. Non Voters: 2:2:12

3.2.5.17. Comment 73

3.2.5.17.1. Resolved by the decision on MTU size in clause 6.

3.2.5.17.2. No Objection

3.2.5.18. Comment 74

3.2.5.18.1. Accepted, no objection

3.2.5.19. Comment 75 – 7.1.3.1.7

3.2.5.19.1. There is some notion of advanced power savings as evidenced by the existence of the Listen Epoch mechanism. How is this reflected in the power management field by using one bit?

3.2.5.19.2. Discussion

3.2.5.19.2.1. The bit in question is the non-QOS power management bit, which is from the existing standard. This bit retains it’s existing function only.

3.2.5.19.3. Proposed resolution – The listen epoch has nothing to do with power management frame control bit. Therefore no change to text is required.

3.2.5.19.4. Vote

3.2.5.19.4.1. Voting members: accepted 23:0:7

3.2.5.19.4.2. Non Voters: 5:0:7

3.2.5.20. Comment 76 

3.2.5.20.1. Accepted, no objection

3.2.5.21. Comment 77 - 

3.2.5.21.1. What is the definition for the more data bit when used with QoS CF Multipoll and QoS CF Poll frames? Does more data field indicate additional buffered MPDU in same traffic category or just any traffic category (contradiction) ?

3.2.6. At 3:00PM, recess until 3:30PM

3.3. Presentation of Papers

3.3.1. Document 246 “P802.11e Isochronous Supercycles”

3.3.1.1. Peter Johansson

3.3.1.2. Discussion

3.3.1.2.1. Could retry be supported? Typically, Isoch traffic is not retried, although we could consider it. 

3.3.1.2.2. If we don’t address reliability in the MAC, it has to be done somewhere else? We will look at FEC and other schemes for reliability.

3.3.1.2.3. There might be a need to deny access to “slow” devices to the network to guarantee service. Needs assistance on technical details on the best way to do this.

3.3.1.2.4. Need to define “isoc capable” stations, and define a “cycle coordinator” for them. 

3.3.2. Document 247 “P802.11e Network topologies and the Isochronous cycle coordinator”

3.3.2.1. Peter Johansson

3.3.2.2. Discussion

3.3.2.2.1. Support for HC/APs co-located with Cycle Coordinator, or separated as separated devices. 

3.3.2.2.2. When you have HC election, what do you do to maintain current streams. This is a difficult problem.

3.3.3. Document 271 “Quantification of Capture Effect in Near Far scenarios”

3.3.3.1. Aman Singla

3.3.3.2. Discussion

3.3.3.2.1. The far station loses a greater percent of bandwidth. There is less degradation of TCP traffic compared to UDP. 

3.3.3.2.2. Why is there less impact in TCP? The hypothesis is that the amount of bandwidth at the transport layer, and hence their ACKs. The AP has to generate the ACKs. 

3.3.3.2.3. Was there any study of hidden node topologies? Not yet

3.3.3.2.4. There is a surprisingly little difference in results. This is clearly not Ethernet capture effect. Has any more analysis been done. No, this is just a single test case. The simulation intends to isolate the near-far case. In practice it is not isolated and other effects are being seen as well.

3.4. AV Study Group

3.4.1. John Kowalski, SG Chair

3.4.2. Document 273 “802.11e Issues for AV Transport”

3.4.2.1. 1394 applications don’t know about topology – they are just logically connected. So what topology management is needed? We need to explore this.

3.4.2.2. RFC1042 (SNAP) might be helpful

3.4.2.3. We are talking about encapsulating 1394 and carrying over an 802.11 MAC. A repeater or bridge functionality. 

3.4.2.4. Other devices on the 802.11 network would not “see” the 1394 traffic. 802.11 and 1394 could be separate domains, except for sharing the bandwidth. 

3.4.2.5. Would there be any filtering of 1394 traffic based on knowing it is going over an 802.11 network? No, the headers would be changed from 1394 specific to 802.11 specific. No traffic that doesn’t have to go on the wireless medium that doesn’t have to. The “bridging” devices will insure this.

3.4.3. Document 274 “AV Multicast for 802.11e:
Benefits/Challenges”

3.4.3.1. 1 to N is needed for multiple displays. Home applications

3.4.3.2. Group Address definition is needed

3.4.3.2.1. Have you considered multicast domains as conceptualized in 802.1? It involves bridges, and a mechanism that have been evaluated and would work in 802.11 if we wanted it.

3.4.3.2.2. You don’t have to do anything in 802.11. Multicasting does impact IAPP, though. It may be above the 802.11 MAC, though.

3.4.3.3. Requirements – FEC, Delayed ACK, retransmission.

3.4.3.4. Looking for a form of acknowledged multicast. Perhaps part of protocol adaptation layer. We might need an interface that would be non-conformant to 802.2. That probably isn’t an issue.

3.4.3.5. 802.14 had multiple SAPs. We could define an alternative SAP that supports additional primitives that are needed, without being non-conformant to 802.2.

3.4.3.5.1. In that case you have to track what SAPs are in use, so the corresponding SAP is used at the other end.

3.4.3.5.2. We could put LLC SNAP headers on AV traffic. MUX/DEMUX could be above the MAC. 

3.4.4. At 5:30PM Recess until Wednesday at 3:30PM

4. Wednesday - TGe Ad Hoc Session

4.1. Opening

4.1.1. The session was called to order at 4:15PM

4.1.2. Discussion of procedure

4.1.2.1. We will present all these resolutions for a vote in the July meeting. If there is objection, we will subdivide the resolutions.

4.2. Comment Resolution

4.2.1. Comments on Clause 7 – document 264r0

4.2.1.1. Comment 77 - 

4.2.1.1.1. What is the definition for the more data bit when used with QoS CF Multipoll and QoS CF Poll frames? Does more data field indicate additional buffered MPDU in same traffic category or just any traffic category (contradiction) ?

4.2.1.1.2. Comment withdrawn

4.2.1.2. Comment 78

4.2.1.2.1. Where are the rules defined that determine how Probe Request/Response is used? How are these used in an environment that includes STA – STA communications?

4.2.1.2.2. Proposed resolution: the rules are in clause 11. 

4.2.1.2.3. Comment accepted : deferred until there is text for clause 11

4.2.1.3. Comment 79, 80

4.2.1.3.1. Accepted: No text.

4.2.1.4. Comment 108

4.2.1.4.1. P 45, L 15 As written, class-specific limits on the time spent by MSDUs in the MAC layer are set only at the MIB, independently of all other class-differentiating parameters, which can be updated by the AP. The change is necessary in order to enable the AP to provide a consistent specification of all the class-differentiating parameters.

4.2.1.4.2. Suggested: Insert text The aMSDULifetime[TC] field is 2 octets in length and indicates the maximum number of time units (TUs)  allowed to transmit an MSDU of traffic category TC.  The timer is started when the MSDU enters the MAC. Modify Figure 42.6 accordingly

4.2.1.4.3. Discussion

4.2.1.4.3.1. MSDUlifetime is being used for 2 purposes – not keeping buffer date too long, and it is in the traffic spec. It is a Per-TC value. 

4.2.1.4.3.2. Is there confusion between TX MSDU and the time before it reaches the head of the buffer.

4.2.1.4.3.3. There is a per-traffic spec time, and a per station time (MSDUlifetime). 

4.2.1.4.3.4. Putting a strong timer on a sub-component of the total time is not worth the added complexity. Suggests not making this change. 

4.2.1.4.3.5. Inserting this text would not address the problem at hand – This comment is unnecessary. This is not a field per TC. A single global limit for all TCs is not useful: the traffic differs. Adding a field that is 2 octets long is not enough to be per-TC. 

4.2.1.4.3.6. If you are using only prioritized differentiation there is no need for this. In parameterized the TC limit in the traffic spec. The two needed cases are already covered. 

4.2.1.4.3.7. There is value to specify packet lifetime, but they are more properties of a TSpec. 

4.2.1.4.3.8. The commenter intends to add 16 octets to provide a value per traffic class. 

4.2.1.4.3.9. The right place to put this is in a management action request., where the AP could give the data to the station. The values change infrequently.  It would require a MLME SAP primitive to get it to be sent.

4.2.1.4.3.10. The AP doesn’t know what the optimum value is for lifetime. 

4.2.1.4.3.11. This should not be in the beacon because it would reduce efficiency. 

4.2.1.4.3.12. This is useful because it keeps useless packets (too old) from contending for the medium.

4.2.1.4.4. Proposed Resolution: Insert text The aMSDULifetime[TC] field is 16 octets in length, treated as a 2 octet value for each TC, and indicates the maximum number of time units (TUs)  allowed to transmit an MSDU of traffic category TC.  The timer is started when the MSDU enters the MAC. Modify Figure 42.6 accordingly

4.2.1.4.5. Vote on proposed resolution:

4.2.1.4.5.1. Voting Members: resolution fails 6:20:7

4.2.1.4.5.2. Non voters: 1:4:7

4.2.1.5. Comment 109 – 

4.2.1.5.1. Overlap management – withdrawn

4.2.1.6. Comment 110

4.2.1.6.1. Use otherwise unused flag combination to allow stations that cannot be polled, but which support EDCF.

4.2.1.6.2. 7.3.1.4
Capability Information Field
Change row 6, column 4 to "ESTA requesting association in QBSS, requesting not to be polled", and row 7 column 4 to "ESTA requesting association in a QBSS, requesting to be polled" in table 16

4.2.1.6.3. Discussion

4.2.1.6.3.1. An extremely bad idea – it creates a return to the level scheme we were trying to simplify. There would be two different conformance models.

4.2.1.6.3.2. This breaks the valuable concept of having all stations being equivalent.

4.2.1.6.3.3. This comment contradicts a previous resolution, regarding FEC capability. 

4.2.1.6.3.4. There is a similar distinction of CFpollable in the current MAC. 

4.2.1.6.3.5. This regards a key compromise that enabled the current solution. The original objection was complexity. We intentionally modified the state machine sequence to simplify. Without this, a DCF station cannot respond under PCF control. 

4.2.1.6.4. Vote deferred until next session of comment resolution at 10:30

4.2.2. Recess

5. Thursday Morning – AV Study Group

5.1. Opening 

5.1.1. Call to Order at 8:00AM

5.1.2. Discussion of process

5.1.2.1. Other votes going on – discussion of the possibility of recessing. 

5.1.2.2. At 9:30 it is mandatory to recess. Does anyone want to recess now? If we recess now, will the Study Group papers be presented later? Yes, this afternoon

5.1.2.3. The chair asks for anyone who wants to recess now. None.. 

5.1.3. Review of Agenda

5.1.3.1. This first session is AV Study Group. Plans to present two papers, followed by discussion.

5.2. Presentation of Papers

5.2.1. Document 278 “Protocol Stack options for AV over 802.11e”

5.2.1.1. Toro Ueda

5.2.1.1.1. Calls for recommended practice development for protocol stack services for AV transmission

5.2.1.2. Discussion

5.2.1.2.1. None

5.2.2. (No Doc Number) AV Timing

5.2.2.1. Georg Dickmann

5.2.2.2. Discussion

5.2.2.2.1. Need clarification on exactly what timing resolution is adequate. Statement that 1uS is not adequate needs support and verification.

5.2.2.2.2. It is not necessarily the case that the 1394 AV timing requirement apply directly to the wireless channel. There are alternatives that can be explored.

5.2.2.2.3. It would be nice to maintain the features of 1394 over the wireless medium. 

5.3. Brainstorming discussion

5.3.1. Building blocks

5.3.1.1. Settle on clock distribution and synchronization that is adequate for AV data streams – MPEG2 transport. Handling that would probably meet the needs of other stream types also.

5.3.1.2. Creation of a class of traffic – express data. Characterized by stations wishing to reserve periodic transmit opportunities based on time. Acknowledged or non-acknowledged. Issue – how do you keep all traffic from wanting to be sent in this class. In 1394, Isoch traffic is not always appropriate since it is always unconfirmed. 

5.3.1.3. The necessity to elect a single coordinator for association to the service set. 

5.3.2. What is needed to be added to 802.11 to support these requirements?

5.3.2.1. New signaling schemes for reservation and release of bandwidth. 

5.4. Recess SG until 4:30PM

6. Thursday Morning – TGe ad hoc 

6.1. Opening

6.1.1. Called to order at 10:30AM

6.1.2. Announcements from the chair

6.1.2.1. TGg voting proceedings have pulled away a number of key people needed for comment resolution

6.1.2.2. There is no objection to recessing until TGg completes the voting or adjourns

6.2. Recess for TGg voting process

7. Thursday Morning – TGe ad hoc

7.1. Opening

7.2. Comment Resolution

7.2.1. Clause 7

7.2.1.1. Comment 110

7.2.1.1.1. Use otherwise unused flag combination to allow stations that cannot be polled, but which support EDCF.

7.2.1.1.2. Suggested: 7.3.1.4
Capability Information Field
Change row 6, column 4 to "ESTA requesting association in QBSS, requesting not to be polled", and row 7 column 4 to "ESTA requesting association in a QBSS, requesting to be polled" in table 16

7.2.1.1.3. Discussion

7.2.1.1.3.1. Context – commenter wants to make poll-ability at a station optional, because he feels EDCF stations will be shipping before HCF APs are available to test them. 

7.2.1.1.3.2. This was the subject of a previous decision. We decided that all stations would be pollable. 

7.2.1.1.3.3. The problem is that this is a short term issue, but the solution is permanent. We had a similar situation last fall with multiple levels. This comment would degrade interoperability, and render many comments un-processable. The best approach is to reject this comment and quickly move to implementation. This has issues with what the PICs would say about this. 

7.2.1.1.3.4. This entire group worked on a compromise to get rid of the multilevel strategy, and decided on HCF as the solution. 

7.2.1.1.3.5. Suggestion that this is analogous to the existing standard’s CF-pollable option. In favor of the comment.

7.2.1.1.3.6. This has the potential to interfere with HCF’s ability to schedule TXOPs. There are better uses for the capability information field.

7.2.1.1.3.7. The commenter feels that this doesn’t interfere with the ability of the HC to schedule TXOPs. Also, we do have an extended capability field, so that is not an issue.

7.2.1.1.3.8. This comment undoes the compromise that causes all stations being equal. This will introduce confusion in the marketplace. Changing the standard because of near term implementation issues is wrong.

7.2.1.1.3.9. Feels that there will be no delay in availability of HCF equipment. Also it is not that difficult to test cf-pollability. 

7.2.1.1.3.10. Is the HC allowed to poll any station? No, not legacy stations. However, there is no way for a QoS-capable station to say it cannot be polled. 

7.2.1.1.3.11. Would it be reasonable for an HC to only poll a QoS station after it has sent at least one RR frame? That is an unnecessary restriction, since RR might not be necessary. 

7.2.1.1.3.12. Against the comment – increased options are not a good thing.

7.2.1.1.3.13. Currently, CF-pollable stations are able to say they don’t want to be polled, but they have to implement the ability. This comment allows stations to be built without the capability. That is different, and undesirable due to lack of interoperability.

7.2.1.1.3.14. We have envisioned that an EDCF station would be able to specify how frequently they should be polled. 

7.2.1.1.3.15. The simplest way is to have a way to say “I have no data” when polled. 

7.2.1.1.3.16. However, that reduces efficiency. 

7.2.1.1.3.17. There are two basic views of QoS. The commenter is systematically trying to remove one of these approaches that have been put in through much compromise.

7.2.1.1.3.18. Commenter objects to the suggestion that the comments are inappropriate. 

7.2.1.1.3.19. In the current draft, nothing states an ESTA has to respond to a poll with anything but a null. You cannot ignore it, but a null is OK. 

7.2.1.1.4. Proposed Resolution: add a clarification that an ESTA that receives a CFpoll shall respond with the remainder of a valid QoS frame exchange. IE Indicating not wanting to be polling does not mean not implementing the poll response.

7.2.1.1.5. Discussion

7.2.1.1.5.1. The commenter feels this is an acceptable resolution

7.2.1.1.5.2. You cannot ignore a poll. The HC or PC needs to be able to distinguish between a poll that was not received and a poll with no data response. 

7.2.1.1.5.3. So, a station can respond to a poll with a null, and then send the data with the EDCF mechanisms? Yes.

7.2.1.1.5.4. In the current standard a non-cf-pollable station will respond with an ACK. A cfpollable station will respond with a null. 

7.2.1.1.5.5. Suggests that we leave the draft as is – this proposed resolution doesn’t add anything. 

7.2.1.1.5.6. This is making it clear that we are not adopting something that returns to levels, but the code gives the HC a clue that the ESTA is a poor implementation.

7.2.1.1.5.7. Are we allowing a non-null frame in response ? Yes.

7.2.1.1.5.8. This proposal only allows a legal response to function as a hint to the HC.

7.2.1.1.5.9. You cannot force a station to respond with data. A null is always in order.

7.2.1.1.5.10. We shouldn’t allow bad implementations. Against the resolution and the comment. 

7.2.1.1.5.11. The intention of the current draft is to insure an HC can properly service all stations. This comment would impede that ability. 

7.2.1.1.5.12. Commenter disagrees – you cannot reserve a large amount of time for the HCF. The HC cannot lock out the DCF.

7.2.1.1.6. Vote on accepting the proposed resolution

7.2.1.1.6.1. Voting Members: resolution rejected 13:22:3

7.2.1.1.6.2. Non-voters: 2:5:5

7.2.2. Recess until 1:00PM

8. Thursday Afternoon

8.1. Opening

8.1.1. Call to order at 1:00PM

8.1.2. Discussion

8.1.2.1. Debate limiting might help us make progress

8.1.2.2. Do we postpone problematic 

8.1.2.3. The advantages of the resolutions to date is that they re non-contentious. We could approve them in large blocks to save time later. If we take all the contentious issues together, it might fail. Speaks to defer contentious issues.

8.1.2.4. There is a possibility of having an interim in one month. We will discussion in New Business.

8.1.2.5. We will process “easy” comments for now.

8.2. Comment Resolution

8.2.1. Clause 7

8.2.1.1. Comment 108 

8.2.1.1.1. P 45, L 15As written, class-specific limits on the time spent by MSDUs in the MAC layer are set only at the MIB, independently of all other class-differentiating parameters, which can be updated by the AP. The change is necessary in order to enable the AP to provide a consistent specification of all the class-differentiating parameters.

8.2.1.1.2. Currently unresolved, No Vote comment, resolution rejected yesterday.

8.2.1.1.3. In the discussion yesterday, there was a larger issue. A new proposed resolution addresses this:

8.2.1.1.4. Proposed Resolution: Create a new element QoS Additional Parameters Element, allowable in the associate and reassociate response, and mgmt response. Move the AIFS[TC] values field. Clarify the MSDUlifetime. (current MIB attribute is the length of time from starting to attempt xmit to cease transmitting – IE only head-of-queue blocking, not total time in MAC). The QoSMSDUlifetime indicates the maximum lifetime after a MSDU is provided to the MAC. The other fields are moved out of the beacon since they are relatively static.

8.2.1.1.5. Discussion

8.2.1.1.5.1. Against the resolution because it was hastily introduced. 

8.2.1.1.5.2. This is a good resolution that solves other problems. Some aspects should be incorporated. However, the AP cannot set these values directly. QoSMSDUlifetime should not be centrally managed.

8.2.1.1.5.3. We are not introducing a new lifetime limit. We are trying to make it more useful.

8.2.1.1.5.4. Should we defer until there has been more study?

8.2.1.1.5.5. Proposal to change: There is no need to send the information in every beacon. Since it is a element, it can be sent “as needed” at the discretion of the AP.

8.2.1.1.5.6. This modification is acceptable to the proposer.

8.2.1.1.6. Vote on whether we defer this discussion to a later time.  7: 7:24

8.2.1.1.7. The chair decides the vote – we will defer the discussion. 

8.2.1.1.8. This will be added to the comments yet to be processed.

8.2.1.2.  Comment 111

8.2.1.2.1. Mention of HC handover process, not otherwise specified, should be deleted

8.2.1.2.2. Discussion

8.2.1.2.2.1. There is currently no HC handover process defined anywhere. We propose deleting the reason code, changing it to reserve

8.2.1.2.3. Comment accepted with no objections by voters

8.2.1.2.4. Comment accepted with no objections by non-voters.

8.2.1.3. Comment 112 

8.2.1.3.1. If a requesting station doesn’t support QoS, it probably won’t understand the new reason code either…

8.2.1.3.2. Discussion

8.2.1.3.2.1. When this standard is approved, legacy stations will not understand this code, however there might someday be a station type that doesn’t support 802.11e, but are based on later versions of 802.11

8.2.1.3.2.2. However, there is already an unspecified reason code.

8.2.1.3.2.3. A station could also have QoS turned off, but still understand the message.

8.2.1.3.3. Comment withdrawn

8.2.1.4. Comment 117

8.2.1.4.1. Comment – clarification needed on clause 7.

8.2.1.4.2. Reclassified as editorial

8.2.1.5. Comment 118

8.2.1.5.1. Comment – clarification needed on clause 7.

8.2.1.5.2. Suggested: Modify the text for item a of this clause as follows:  a) A MAC header, which comprises frame control, duration, address, and sequence control information and Traffic Category Identifier

8.2.1.5.3. Discussion

8.2.1.5.3.1. Request to reclassify as editorial

8.2.1.5.3.2. Editor agrees. – it is not normative.

8.2.1.5.4. Reclassified as editorial

8.2.1.6. Comment 113

8.2.1.6.1. Defer due to complexity

8.2.1.7. Comment 114

8.2.1.7.1. Defer due to complexity, and other comments will deal with this

8.2.1.8. Comment 115

8.2.1.8.1. Already Resolved in comment 9 resolution

8.2.1.9.  (Temporary Recess for TGi Vote)

8.2.1.10. Note from the chair – we will not spend time looking up references for comments that are already resolved. This will be provided in the final comment resolution document on Friday.

8.2.1.10.1. No Objections

8.2.1.11. Note from the chair – we will no longer tally separate votes from non-voters in the interest of time.

8.2.1.11.1. No Objection

8.2.1.11.2. If anyone request such a vote, we will do it.

8.2.1.12. Comment 119

8.2.1.12.1. Comment: The existing text and figure is inconsistent with the frame descriptions in 7.2 – particularly CF-Multipoll, DlyAck, CC, and RR.  The figure shows the TCID field as being 2 bytes, and makes no reference to the other fields that can exist, or the varying order involved.  It is suggested that the title TCID should be changed to QoS Control, and it’s size made variable.  The existing section on QoS control sub-fields (7.1.3.5) could be extended to incorporate material from 7.2 on specific frame formats.  The material in 7.2.1.7-7.2.1.10 will probably require adjustment.  The QoS control field may want to be declared as separate from the MAC header.  Other possibilities exist, and further consideration may be required.

8.2.1.12.2. Discussion

8.2.1.12.2.1. Making the QoS control field is not the optimum solution. 

8.2.1.12.3. Proposed resolution: Modifying the other fields to create consistency

8.2.1.12.4. Accepted with no objections

8.2.1.13. Comment 120

8.2.1.13.1. Comment request for clarification in 7.1.3.1

8.2.1.13.2. Discussion

8.2.1.13.2.1. What fields can and can’t move. Wants to spell out explicitly what will always be there.

8.2.1.13.3. Suggested Resolution: At the end of the existing paragraph add: “The Frame Control field shall always be taken as the 1st and 2nd octets of any received frame.”

8.2.1.13.4. Resolution accepted without objection

8.2.1.14. Comment 121

8.2.1.14.1. Comment: Table 2 would indicate that the DS exists in all STA and ESTA since to / from DS is set for ESTA to ESTA communications in the presence of an AP.  This is contrary to the current definition of the DS.

8.2.1.14.2. Discussion

8.2.1.14.2.1. This is a name for a bit – we are defining encoding, not  

8.2.2. Recess for votes in 802.11i

9. Thursday Afternoon – AV Study Group

9.1. Opening

9.1.1. Called to order at 3:30PM

9.1.2. Review of progress, papers presented

9.2. Discussion, continued

9.2.1. What is needed to be added to 802.11 to support these requirements?

9.2.1.1. How does HC election interact with AV topology? What are the ramifications?

9.2.1.2. What are the protocol stack options, and the best way to realize them?  

9.2.1.3. Is a multicast acknowledged class possible? Can it be relayed if some participants are not in range?

9.2.1.4. How are ESTA to ESTA multicasts handled? (Sidestream)

9.2.1.5. H323 Gatekeeper / traffic cop controls available bandwidth. 

9.2.1.6. An abstract service interface can be used to provide inter-layer communication. . 

9.2.1.7. Need to define the bandwidth scheduling entity – MAC or L3?

9.2.1.8. Existing internet streams have very slow start-up. Do we need to provide fast set up service? The lengthy part is outside of the MAC anyway.

9.2.1.9. How well can we allocate TXOPs – How many streams can be supported? Depends on PHY capacity. We already have a QBSS load element.

9.2.1.10. How do we account for overhead for re-transmission? Is it relatively small? < 10% approx, but it varies considerably.

9.2.1.11. A very basic set of primitives are needed in the coordinator. The burden of complexity should be on applications that have special requirements.

9.2.1.12. Joining and leaving multicast group – what protocol is used? There is something in 802.1d – GMRP. 

9.2.1.12.1. The multicast facilities of the MAC are much lower than this….

9.2.1.12.2. We’re trying to layer 1394 CSR architecture on top of 802.11. The destination address field will be analogous to “channel”. Not a broadcast or group address for the MAC, but something set outside.

9.2.1.13. Does GMRP really deal with the question? 

9.2.1.14. A local multicast administrator may have a block of addresses from GMRP. We have to avoid conflicts of addresses. A local address manager might already be using GMRP for some other purpose.

9.2.2. Need feedback from 802.11 experts on electing a single coordinator. 

9.2.2.1. There are two systems that do this – HiperLAN home extensions, and HomeRF. Signaling is explicitly for the candidate controllers, and to decide their relative merit.

9.2.2.2. Relative merit is harder to define. 

9.2.2.3. The same problem has been found in 1394. Most capable nodes need to take on more roles. Hierarchical capabilities are written into the standard.

9.2.2.4. 802 must restrict to the MAC layer. We will build the hierarchy inside the MAC. 

9.2.2.5. We need to perform this HC assignment while maintaining streams. This is like a dynamic handoff – a difficult task. 

9.2.2.6. One other aspect of HC handover – what is the preferred operating practice to take place while the handover is in process? We don’t want to stop everything while it is happening. 

9.2.2.7. What happens to 1394 when the cycle master disappears? Hopefully a robust recovery. There are methods outside the MAC that work in seconds, but not milliseconds.

9.2.3. Conclusion

9.2.3.1. Need to figure out what 802.11e needs to do to address these issues.

9.2.3.2. How many are members of IEEE 1394 TA? About 14 people. 

9.2.3.3. Need to send a notice to the 802.11 reflector.

9.3. Recess Study Group

10. Thursday Afternoon – Task Group E

10.1. Presentation

10.1.1. Errata Changes in 8802-11-1999 Standard.

10.1.2. John Rosdahl

10.1.2.1. Process of getting changes done for interpretation

10.1.2.2. Implementers come to committee members for interpretation, but that is incorrect. There is an official process for interpretation. If the standard is wrong, the interpretation group must start a corrigendum to correct the error.

10.1.2.3. Because this group is already working in the areas of the errors, we may already be correcting some of the errors. There are other errors that are not within the scope of the 802.11e PAR. 

10.1.2.4. Members are free to make comments on things that need to go into the next letter ballot, as long as they are in the scope of the PAR.

10.1.2.5. Those matters outside the scope of the 802.11e PAR will have to be dealt with by starting a new study group.

10.1.2.6. If the WG is willing to approve a new PAR, and forward it directly to SEC? It would be better to start with a study group with a PAR. 

10.1.2.7. We are not required to form a study group before approving a PAR.

10.1.2.8. How many would be willing to supply text for correcting these other problems in the existing spec? An errata fixes only known errors and discrepancies? 

10.1.2.9. The SDL in the existing standard was never intended to be compilable. Who could help make it so?

10.1.2.10. Would starting with a commercial version help? No, it is not fully correct.

10.1.2.11. The 1999 standard says the SDL takes precedence. There are a much smaller number of real errors that require our attention.

10.1.2.12. The SDL checks for editorial consistency. That level of analysis is appropriate for an errata.

10.1.2.13. The existing SDL was not added until the Sponsor Ballot phase of the current standard.

10.1.2.14. Is there any rule that says state machines have to be SDL? Could we switch to something else for TGe? 

10.1.2.15. Discussion to be continued later…

10.2. Old Business

10.2.1. Agenda Review

10.2.1.1. We were planning to have ad hoc comment resolution review. Since we didn’t have small breakout groups, we don’t need to review. 

10.2.1.2. We would like to use the remaining time for comment resolution.

10.3. New Business

10.3.1. Additional Interim

10.3.1.1. To continue comment resolution, at least 30 days from now. 

10.3.1.2. Discussion

10.3.1.2.1. Is there an interest?

10.3.1.2.2. Is this the only way? How about an ongoing teleconference every week?

10.3.1.2.3. Would this be an interim of TGe or 802.11? Just a TGe Ad Hoc., non binding conclusions.

10.3.1.2.4. Would more off-line work be more helpful in the meantime? Could some of these issues be done by email on the reflector?

10.3.1.2.5. In favor of a meeting – to best use our time, identify and only process non-controversial topics.

10.3.1.2.6. Face to face meetings are better to gather consensus. Those from other time zones would be at a disadvantage for teleconferences. 

10.3.1.2.7. The editor would be crucial to the process – what is his schedule like? 

10.3.1.2.8. It might be helpful to have teleconferences for specific subjects rather than chapters and subchapters. 

10.3.1.2.9. If we have a meeting we can’t resolve comments unless the commenter is there. 

10.3.1.2.10. We could pre-announce commenters for the scheduled topics. 

10.3.1.2.11. There is one alternative – there are numerous comments on missing sections. It might be worth looking for volunteers to provide the missing sections. Signaling is high on the list.

10.3.1.2.12. There have been documents submitted as ballot comments, but they haven’t been presented. Then they should be associated with comments so the editor can evaluate them.

10.3.1.3. Straw Poll

10.3.1.3.1. 11 people would participate in a meeting

10.3.1.3.2. 12 people would not participate no matter what.

10.3.1.3.3. Who would participate in teleconferences? 19 favor, 3 object

10.3.1.3.4. How many favor having the editor assign groups of people to develop text for specific areas offline on the reflector. 16 favor, 1 against.

10.3.1.4. Motion – for the chair to initiate a series of teleconferences for comment resolution. 

10.3.1.4.1. Moved Matt

10.3.1.4.2. Second Khaled

10.3.1.4.3. Discussion

10.3.1.4.3.1. The meetings should avoid the upcoming WECA meetings.

10.3.1.4.3.2. Will the agenda and comments to be resolved be published in advance? Yes.

10.3.1.4.3.3. We will set up areas for comment resolution on the web site. 

10.3.1.4.4. Vote on the motion: passes 25:3:7

10.3.1.4.5. Discussion

10.3.1.4.5.1. Is there any reason to restrict access? Because it contains draft ballot text. 

10.3.1.4.5.2. Proposals are not draft text until we release a draft text.

10.3.1.4.5.3. But the comment resolution texts also contain portions of the draft texts. 

10.3.1.5. The editor will solicit individuals to derive candidate text for signaling and management either as ad hoc input for the Portland meeting or as ad hoc input for teleconferences. 

10.3.1.5.1. Anyone interested in working in this are should contact Michael Fischer.

10.3.2. Errata Changes in 8802-11-1999 Standard (continued)

10.3.2.1. Review of Sample PAR for errata for corrigenda

10.3.2.2. Next submission to RevCom for PAR approval would have to be ready by August 3rd. We would have to approve PAR in ExCom in July Meeting. 

10.3.2.3. The PAR would have to be approved in 802.11 WG by June 6th for ExCom.

10.3.2.4. Scope of project – (to correct errors)

10.3.2.5. Looking for volunteers to co-champion this effort in the Portland meeting, and continue progress. 

10.3.2.6. The TGe Chair will leave this as a placeholder in the July agenda. If someone can take this.

10.4. At 5:30PM, Recess until 6:30PM

11. Thursday Evening – TGe

11.1. Opening 

11.1.1. Call to order at 6:30PM

11.1.2. Agenda Review

11.1.2.1. Ad Hoc Comment Resolution Results overview

11.1.2.2. At 8:45, we continue with plans for next meeting.

11.1.2.3. Any motions for plenary (none so far)

11.1.2.4. Between now and 8:45, continue with comment resolution (as an ad-hoc)

11.1.2.5. Is there any objection to recess for Ad Hoc Comment resolution? None

11.1.3. Recess for comment resolution ad-hoc

12. Thursday Evening – Ad Hoc

12.1. Presentation of Papers

12.1.1. Document 301 “Signaling  for Streaming in IEEE 802.11e”

12.1.2. Discussion

12.1.2.1. If a stream doesn’t reserve bandwidth at all, how do you identify it as a QoS Stream. If the DSBM knows it is a wireless link, the path setup will reach the end station, why can’t the end RSVP agent set up the call? Have the station itself generate the signaling – beginning at the end station. 

12.1.2.2. You don’t have to use RSVP exclusively. An API can optionally be QoS aware, but doesn’t have to be.

12.1.2.3. Is there a case where endpoint initiated signaling is not sufficient? If not, ESTA inbound cases are all that are necessary. What about sidestream?

12.1.2.4. There needs to be rate negotiation because the probe response is sent at a basic rate, but higher supported rates might not work because of range issues.

12.1.2.5. Usable rates may dynamically change due to interference variables.

12.1.2.6. Directed probe requests are the current mechanism in the draft that provides this rate testing function.

12.1.2.7. What is the process for setting up a sidestream vs. an upstream? Some application will know about the other nodes on the network. 

12.1.2.8. If a STA sends a probe to an STA and doesn’t get a response, what happens? What is the fallback?

12.1.2.9. From the station’s point of view, it should be connecting to a MAC address – in the DS, local via AP, and local via STA-STA. The connection should be automatic via a discovery process. 

12.2. Comment Resolution

12.2.1. General (Signaling)

12.2.1.1. Comment 2

12.2.1.1.1. Comment: A “Filter Specification” element is needed to provide an AP with the information necessary to identify frames that are associated with a downlink flow.

12.2.1.1.2. Discussion

12.2.1.1.2.1. This was addressed in document 120 last year. There are many scenarios where a classifier is needed. There is a lot of opposition to describe this in the MAC because it belongs above the MAC. 

12.2.1.2. Comment 3

12.2.1.2.1. Comment: A general management interface is needed to establish persistent opaque “context elements” that are forwarded to the “new AP” each time that a station roams to re-establish the operational context at the new AP.  In particular, such context elements are needed to transfer QoS state information (traffic and filter specifications) when a station roams.

12.2.1.2.2. Proposed Resolution

12.2.1.2.2.1. Rejected – The exchange of context information is within the scope of the TGf PAR. It cannot be solved within the BSS or QBSS and thus is not a TGe problem. 

12.2.1.2.3. Resolution accepted without objection.

12.2.1.3. Comment 4

12.2.1.3.1. Comment: A mechanism is needed for an AP to advertise QoS capability and availability, in beacon and probe response frames, so that a station can better select a parent AP.  (Currently, a station must associate with an AP and send a TSpec to determine if QoS is available for a parameterized flow.)

12.2.1.3.2. Proposed Resolution

12.2.1.3.2.1. Rejected – too broad, impossible to support, and not identifying a sufficient mechanism

12.2.1.3.3. Resolution accepted without objection.

12.2.1.4. Comment 5

12.2.1.4.1. Comment: A signaling mechanism is required to establish the HCF channel access method for parameterized synchronous uplink flows.  For example, channel access can be reduce if HCF polling (i.e. rather than contention-based access) is used for a synchronous uplink flow.

12.2.1.4.2. Proposed Resolution: Use the uplink signaling described in document 301r0, slides 4 – 6.

12.2.1.4.3. Resolution accepted without objection.

12.2.1.5. Comment 6

12.2.1.5.1. Comment: A signaling mechanism is required to establish “active multicast groups”.  The mechanism would enable an AP to require a station to operate in active mode to participate in a layer 2 multicast group.  Multicast frames that are directed to an “active multicast group” can be delivered immediately (i.e. in BSSes with power-save stations).

12.2.1.5.2. Discussion

12.2.1.5.2.1. Is active multicast group in the scope of this PAR? Yes, the PAR calls out “improvements in efficiency”, and this is in that category.

12.2.1.5.2.2. Another alternative is GARP.

12.2.1.5.3. Defer resolution – we don’t have enough information to resolve

12.2.1.6. Comment 7

12.2.1.6.1. Comment: A station should be responsible for re-establishing QoS state for both uplink and downlink flows when it roams (i.e. to eliminate the dependency on an IAPP or RSVP).  RSVP does not support roaming well because a mechanism is not defined to trigger the “local repair” mechanism (i.e. in a router or switch).  

12.2.1.6.2. Discussion

12.2.1.6.2.1. We can’t assume RSVP or IAPP are present. We can make the end stations responsible for establishing flow and links as described in document 301

12.2.1.6.3. Proposed Resolution: Accepted – in addition, the station is responsible for establishing the initial links upstream and downstream. The mechanism in document 301 provides a basis.

12.2.1.6.4. Discussion

12.2.1.6.4.1. Has anyone considered RSVP for mobile hosts? What do they want layer 2 to do? There is objection to requiring RSVP as part of the QoS solution. If it is not necessary, it is not a good option.

12.2.1.6.4.2. The issue is what reserves the bandwidth in the new BSS when you roam? Suggestion that IAPP should do that. What are the alternatives? 

12.2.1.6.5. Proposed Resolution: Accepted – in addition, the station is responsible for establishing the initial links upstream and downstream. The mechanism in document 301 provides a basis. The efficiency is improved if  IAPP is used for the purpose of having the new AP communicate with the old AP regarding a context update and release of allocated WLAN bandwidth in the old BSS.

12.2.1.6.6. Resolution accepted without objection.

12.2.1.7. Comment 8

12.2.1.7.1. Comment: Appendix F not present.

12.2.1.7.2. Defer until July to see if there is any need to add Annex F . No text is currently available, but may be generated.

12.2.1.8. Comment 9

12.2.1.8.1. Comment: As a general comment, the enhancements to the 802.11 MAC that are covered by 802.11e do not make significant improvements in the QoS that can be achieved.  The requirement that all TGe enhancements be backward compatible with legacy 802.11 systems completely undermines any ability to improve the QoS.  Because of this, 802.11e will not meet QoS requirements for audio/video applications for consumer electronics industry.

12.2.1.8.2. Suggested: Remove requirement to be backward compatible with legacy systems or start a new PAR within IEEE for wireless devices designed to serve the consumer electronic space.

12.2.1.8.3. Proposed Resolution: Rejected – it is not germane to this task group. We cannot enact the requests. There is a study group addressing AV and consumer issues within the context of the TGe work.

12.2.1.8.4. Resolution accepted without objection.

12.2.1.9. Comment 10

12.2.1.9.1. Comment: BSS Overlap mitigation needs a lot of work.

12.2.1.9.2. Accepted

12.2.1.10. Comment 11

12.2.1.10.1. Clause 19 not present

12.2.1.10.2. Proposed Resolution – Clause 19 is no longer relevant, material is being included in clauses 9 and 11, and references have been removed in other comments.

12.2.1.10.3. Resolution accepted without objection.

12.2.1.11. Comment 12

12.2.1.11.1. Comment accepted

12.2.1.12. Comment 13

12.2.1.12.1. Comment accepted

12.2.1.13. Comment 14,15

12.2.1.13.1. Comment accepted

12.2.1.14. Comment 16

12.2.1.14.1. Comment accepted

12.2.1.15. Comment 17

12.2.1.15.1. Comment: Levels 1 and 2 were supposed to merge under HCF into a single level.  The text does not reflect this.  What happened?

12.2.1.15.2. This has already been addressed, reclassified as editorial

12.2.1.16. Comment 18

12.2.1.16.1. Comment: Many places where only +CF poll is mentioned must be certain that these references include all forms of polling including multipoll and QoS cf  poll

12.2.1.16.2. Reclassified as Editorial 

12.2.1.17. Comment 19

12.2.1.17.1. Comment: Need to add TX Suppression (ERTS/ECTS) mechanisms. Some rev of IEEE 802.11-01/130 must be adopted into the draft.

12.2.1.17.2. Discussion

12.2.1.17.2.1. This is a reference to normative text that was rejected at the March Plenary. 

12.2.1.17.2.2. There is a presentation on this. But due to the small number of people present, any decision would have to be re-addressed. We need to stick to non-controversial issues.

12.2.1.17.2.3. The commenter has updated document 130 to a new revision. The negative votes have been addressed. The commenter would like to propose again for vote in July. The document is 01-130r5  and 01-157r1. 

12.2.1.17.3. Comment resolution group deferred to cited document. To be addressed in a future comment resolution meeting.

12.2.1.18. Comment 20

12.2.1.18.1. Comment accepted

12.2.1.19. Comment 21

12.2.1.19.1. Comment: The draft proposes a number of concepts and functions that are well beyond the scope of the PAR to enhance the MAC for QoS.  These unnecessary and complex extensions do not provide QoS, but provide a definition of a particular system solution to a perceived market.

12.2.1.19.2. Suggested: Delete additional functions in STA that provide RHC, BP and other mechanisms that “extend” the BSS.

12.2.1.19.3. Defer until July

12.2.1.20. Comment 22

12.2.1.20.1. Rejected: Identical to comment #9.

12.2.1.21. Comment 23

12.2.1.21.1. Comment: The new sections introduce a number of new mechanisms.  Some guidance about under what conditions it is better for an ESTA to use contention-free or contention-based TXOPs would be helpful. Ditto question for TXOP reservation using CC or QoS Null.

12.2.1.21.2. Defer until text available.

12.2.1.22. Comment 24

12.2.1.22.1. Comment: The PAR states that the MAC will be enhanced to support QoS.  To a reasonable person, this would indicate that a single mechanism would be added to the MAC after all trade-offs had been considered.  It does not seem to indicate that many different and incompatible (though interoperable) mechanisms would be added to the MAC.  The task group should be producing a standard, not a shopping list.

12.2.1.22.2. Suggested: Delete all but one of the described QoS mechanisms or combine the existing mechanisms in such a way that the result is a single mechanism without options.

12.2.1.22.3. Defer

12.2.1.23. Comment 25

12.2.1.23.1. Comment: The parameterized QoS is a form of connection with a setup and tear-down phase. The spec should describe how the setup can be refused or re-negotiated by the HC. It should also define a timeout mechanism that allows each end of a parameterized TC to discard it when it has been inactive for a period of time.

12.2.1.23.2. Proposed Resolution: First part of comment is addressed by generation of a procedure based on from document 301, which will be considered at the July meeting. Second part is addressed by existing timeout attribute in MAC MIB

12.2.1.23.3. Resolution accepted without objection.

12.2.1.24. Comment 26

12.2.1.24.1. Comment: There are no modifications to the state machine to support the changes in the text.

12.2.1.24.2. Suggested: Update the state machine to reflect the changes to the MAC.

12.2.1.24.3. Defer the comment on the basis that there are ongoing discussion on resolving the issue with state machines.

12.2.1.25. Comment 27

12.2.1.26. Comment: There has been nothing added to the MIB.  Certainly, a few of the changes made to the MAC require that the outside world be able to identify their presence and manage their operation?

12.2.1.27. Comment accepted without objection

12.2.1.28. Comment 28

12.2.1.29. Accepted

12.2.1.30. Comment 29

12.2.1.31. Comment: Throughout the text terms and expressions often contain text in {} or ().  It appears that this practice is used to indicate multiple allowed options or interpretations.  Such practice should be called out in the text and employed consistently.  Either {} or () should be used.  Also, this practice is over-employed.   For instance, the terms (E)STA and (E)AP is used.  Both an ESTA and an STA are a form of an STA.  The use of (E) is superfluous, confusing, and should be dropped. At times it seems AP and STA have two meanings.  For example an AP could mean any AP (Enhanced or non-Enhanced).  At other times it seems to specifically mean non-enhanced.  This may not always be clear from context.

12.2.1.32. Discussion

12.2.1.32.1.1. We do need to make a clearer consistent notation for enhanced only, legacy only, and either. 

12.2.1.32.2. Reclassify as editorial

12.2.1.33. Comment 30

12.2.1.33.1. Comment: An RHC sounds nearly identical to an EAP with HC and a wireless DS.  Why is it described as a completely novel entity?

12.2.1.33.2. Suggested: Delete the definition and use of RHC from the entire document.

12.2.1.33.3. Defer

12.2.1.34. Comment 31

12.2.1.34.1. Comment: The bridge portal is an 802.11 abomination.  Consider the simple case where the BP is a member of an ESS that includes 2 EAPs.  When channel conditions are such that the BP must move its association from one EAP to another, how many addresses must it reassociate?  Surely the answer is every address that is in its forwarding table.  For the simple cases described in the definition, this does not seem like much of a problem.  But, it is the general case where the BP has many stations “behind” it on a LAN that must govern the usefulness of this function.  This function is not necessary to meet the PAR requirements of enhancing the MAC for QoS.

12.2.1.34.2. Suggested: Remove the BP and all of its functionality from the draft.  

12.2.1.34.3. Discussion

12.2.1.34.3.1. Portions of the comment are incorrect, and there are alternate solutions.

12.2.1.34.3.2. This comment indicates the draft doesn’t describe BP well enough.

12.2.1.34.4. Defer

12.2.2. Adjourn Ad Hoc at 8:45PM

13. Thursday Evening – TGe closing session

13.1. Opening

13.1.1. Called to order at 8:45PM

13.2. Plans for next meeting

13.2.1. Teleconferences

13.2.1.1. Discussion

13.2.1.1.1. We could have Ad Hoc for the first 30 days, and formal TGe teleconferences after that, since we have a Quorum.

13.2.1.2. Proposed Dates:  May 30, June 6, June 13, June 20th, June 27th, July 4th. on Wednesday.

13.2.1.3. 1:00PM eastern time on Wednesdays, 3 hours maximum duration. .

13.2.1.4. Michael and Duncan will continue to be coordinators

13.2.2. Offline comment processing

13.2.2.1. Comments will be grouped in reasonable sections, and distributed to volunteer groups to formulate recommended resolutions.

13.2.2.2. Discussion

13.2.2.2.1. Documents 261 to 268 should be updated by adding new comments at the end, and posted on the web site and announced by the reflector. They will all be numbered as r2.

13.2.2.2.2. The resolved comments will be in there.

13.2.2.2.3. When will they be available? At the latest, a week from Monday (May 28th).

13.2.2.2.4. Volunteers should coordinate with Michael and Duncan to work on sections.

13.3. Motions to Plenary

13.3.1.1. None

13.4. Announcements

13.4.1. Any presentations in support of comments should be distributed at least 24 hours before agenda presentation time.

13.5. Adjourn at 9:10PM
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