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Abstract

A method for fast adaptation to traffic fluctuations is proposed for the backoff approach to collision avoidance/contention resolution.  The proposed method enables the backoff approach to maintain low latency jitter.

Introduction

Two general approaches can be employed for collision avoidance/contention resolution in a contention-based medium access protocol, the backoff approach and the probability approach.  The first draws a backoff timer value from a random distribution (typically uniform) which it counts down during idle time slots; transmission is attempted when the counter expires.  In the second, transmission is attempted following each idle time slot with a fixed permission probability.  The two approaches can be made equivalent from a channel efficiency perspective; provided, of course, their choice of parameters is consistent.  In that case, the two approaches are not equivalent from a performance perspective, as they differ in terms of latency performance; a greater latency variation (jitter) exhibited by the probability approach as leads to more extreme latencies.  This consideration is important in packet streams with time-sensitive QoS requirements. 

The delay performance of the probability approach with fixed permission probability can be understood by considering the treatment of packets of different ages. With the backoff approach, an older pending packet will have a high probability of getting transmitted before a newly arrived packet, as its counter is likely to be shorter because it has been decreased longer.  With the probability approach, all pending packets are treated equally at any point in time, regardless of age; the age ordering implicit in ordering backoff counter values is absent.  No preference is given to older packets with the probability approach, making it more likely for new packets to seize the medium before older ones; hence, the greater latency jitter. 

Adaptation to traffic fluctuation can improve the performance of the both approaches. “Slow” adaptation is achieved by changing parameters upon arrival of a packet or following transmission failure. “Fast” adaptation provides for shorter-term adjustments in order to take advantage of the statistical fluctuation of traffic load, especially prevalent with bursty traffic, as it allows the system to reduce the number of channel idle slots or reduce the number of collisions through continuous feedback and adjustment

The probability approach can achieve fast adaptation by selecting the permission probability value to reflect current traffic conditions as fast as on a slot-by-slot basis.   This approach maintains its memoryless nature, thus still posing latency-related concerns. Continuous fast adaptation to traffic can be achieved as easily by the backoff approach, as amended in this paper, through the use of “backoff scaling”. The amended backoff approach retains its lower jitter advantage, which is attractive for isochronous and real-time traffic streams.

Backoff Scaling

Upon arrival, or upon transmission retrial, of a packet pending transmission, a backoff counter value is drawn from a traffic-adapted backoff distribution.  Following a silent time slot, a packet’s counter is decreased and transmission is attempted upon expiration of the counter, according to the conventional backoff procedure.  In the proposed backoff procedure, if feedback is received at a given time slot concerning traffic intensity changes, the backoff counter is scaled up or down, depending on the direction of the traffic change. Feedback can be based on the number of idle time slots, the number of collisions, or other performance parameters such as latency and dropped packets.  Figure 1 illustrates this concept; m and m’ stand for the current and adjusted backoff counter values, respectively. 

The proposed traffic-adaptation method preserves the ordering of backoff counter values, which implies some age ordering, thus retaining the lower latency jitter advantage of the backoff approach. 

Scaling Specifics

If the traffic intensity increases, the backoff counter is increased relative to its current value.  A deterministic increment is added the backoff counter value that is proportional to R, where R would be a non-negative number that depends on the traffic intensity increase.  A random increment is selected from a range (0, R), and that, too, is added to the current counter value.  Countdown then proceeds as before.  This way, the relative order in which pending packets will transmit is preserved.  By drawing the increment randomly, variation is introduced to the new counter values of packets that had equal counter values previously (and heading for collision), thus helping avoid collision.

If the traffic intensity decreases, decreasing the backoff counter values prevents long idle channel intervals.    Again, in order to preserve the relative time ordering of packets, the current counter is scaled down by a factor D+1, where D would be a non-negative number that depends on the traffic intensity decrease. 

To illustrate the scaling adjustment in more detail, consider a station i with a packet pending transmission that has a current backoff counter value 
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. If many collisions occur, the adjustment factor R is estimated and used to increase the value of the backoff counter of station i to its new value 
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where 
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 is a random number for station i drawn from the uniform distribution 
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.  Because a station transmits when the backoff counter expires, stations engaged in backoff countdown have counter values 
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; hence, the backoff counter will either increase or stay at its current value after the adjustment.  Figure 1 illustrates the possible values of 
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If long idle intervals are observed on the channel, an adjustment factor D will be estimated and used to decrease the value of the backoff counter of station i to its new value 
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The function trunc[.] is applied to obtain an integer counter by rounding down. Figure 1 illustrates the possible values of 
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By preserving the order in which pending packets will be transmitted, the age of a packet is respected by the backoff approach, while at the same time allowing for fast adaptation to traffic variation.  Thus, the backoff approach retains the advantage of a lower latency jitter over the probability approach.

Example

Suppose a traffic burst is causing collisions and as a result the increase adjustment factor R=1 has been determined and supplied to the MAC sublayer of all contending stations. Suppose there are six stations with pending packets, with counter values equal to: (1, 1, 1, 2, 2, 3).  Suppose that, according to the scaling procedure, each station draws the following random numbers from the range [0,1]: (0, 1, 0, 0, 1, 0).  By equation (1), and as shown in Figure 1, the adjusted counter values of the six stations become: (1, 2, 1, 3, 4, 5), which suggest that fewer collisions will be experienced.

In another situation, suppose that, after an interval of bursty traffic, there are sequences of idle time slots sensed on the channel.  As a result, suppose that the decrease adjustment factor D=2 is determined and supplied to the MAC sublayer of all contending stations. Suppose the counter values of three contending stations be: (2, 4, 7).  By equation (2), and as shown in Figure 1, the adjusted counter values become: (1, 2, 3), leading to shorter countdown time and hence less channel idle time.

Illustrative implementation

Suppose that all the information available is feedback on an idle, success, or collision, which would be obtained by the station monitoring the channel.  The backoff counter would be scaled up or down by estimating the expected number of contending stations with a backoff equal to 1, based on the observed outcome.  When that number gets too large, the backoff counter is scaled down; when it gets too small, it is scaled up.

The expected number m of contending stations with a backoff equal to 1 is the product of the expected number n of contending stations times the probability 
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.  Scaling the backoff counter up or down changes the estimate of 
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 as follows.   When the backoff counter is scaled up by a factor R, 
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When the backoff counter is scaled down by a factor D, 
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In scaling down the minimum backoff value is 1, which is equivalent to saying that the maximum 
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value is also 1.

The expected number n of contending stations is computed from an estimate of the traffic arrival rate 
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and the channel-monitoring outcome.  The latter is based on the rate of transmissions observed; both successful and unsuccessful transmissions may be used to obtain a packet arrival rate.  The time elapsed for the last N transmissions could provide such an estimate.  Given an estimate of 
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, the expected number m of contending stations is updated at every state.  The system transition into a new state upon completion of a busy-channel detection, which has one of two possible outcomes: success or collision.  If 
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 is the number of contending terminals at the time of the previous observation [i.e. success, or collision], then the current number 
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 of contending terminals is given by relations based on concepts of the stabilization model presented in [1, Section 4.4.2].

In the above-mentioned reference [1], the system transition into a new state when one of the following outcomes is observed: idle, success, or collision.  According to that model, if 
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where 
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 is the duration of a slot time in units of packet transmission time


[image: image32.wmf]th

packetleng

e

channelrat

slottime

×

=

b









(8)

where the channel rate and the packet length are assumed to be constant.  The arrival rate is expressed in units of packetlength.

We modify the above model in order to account for situations where the channel is shared by both contention-based and non-contention-based access through the use of the arbitration time (AT), which is the time interval the channel must be sensed idle before backoff countdown commences following a transmission.  This arbitration time enables non-contention access to the channel in that interval.  The model we provide addresses also channel reservations achieved by sending a request to send (RTS) and the ensuing exchange of messages, including the transmission of the data packet.  While the channel must be seized by contention by the RTS, and hence must observe the arbitration time requirement, the channel is seized before the expiration of the arbitration time for the remaining messages.

Another modification involves reducing the frequency of state transitions. Instead of estimating the number of contending terminals in every time slot, we do so after transmisssions/collisions following contention. Suppose that the time since the completion of the previous transmission and the completion of the current transmission is T , and suppose further that the first idle period of length equal to AT occurred at time W relative to the last transmission.  During the interval W, the channel may be used  for different purposes, including the multiple access by a deterministic protocol like the PCF of IEEE 802.11.

 We estimate the number t of idle time slots after the expiration of the arbitration time and the busy-channel observation by the following expression: 
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where w is computed as follows:
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Then recursive application of relation (5) yields the following rules for updating the number of contending stations given the outcome, success or failure, of a channel busy period:
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Given the estimated expected number of contending stations, we would like the expected number of contending stations with a backoff counter of 1 to be 1.  That is, ideally, we want
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We thus increase or decrease the value of 
[image: image38.wmf]1

p

 accordingly, by scaling the backoff counter value up or down according to equations (3) and (4), respectively.   
Algorithm Logic

Define 
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Step 0
Initialize 
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 is the upper bound on backoff counter distribution


[image: image43.wmf]0

T

0

=

; 
[image: image44.wmf];

0

EAT

=

 


[image: image45.wmf]rate

input

user

N

T

N

×

×

-

=


Block A
 [At the end of an idle channel interval equal to AT, perform the following step.]

Step 0
Record the time EAT at the end of an idle interval equal to the arbitration time AT.

[At the end of a busy channel interval, perform the following steps.]
Step 1
Record the end of the busy channel interval 
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Step 2
 Compute the number of idle time slots t elapsed since the last transmission; that is,
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Step 3
If collision was detected, set the estimated numbers of contending stations 
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; set 
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                and go to Step 5

Step 4    If transmission is successful, set the estimated numbers of contending stations 
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              and go to Step 5

Step 5    If 
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; scale down by D+1; set 
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              go to Step 8

Step 6    If 
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              go to Step 8

Step 7   Otherwise, go to Step 8

Step 8 
End of Block A

QoS-Differentiated Scaling

To meet different QoS requirements, stations generating different traffic streams with different transmission priorities will use different values for the adjustment factors R and D for the same traffic intensity, depending on these priorities.  The factor values would thus be selected to reflect both the traffic intensity and the transmission priority of the traffic stream; equivalently, the rules governing adaptation to traffic will vary with traffic priority. 

Alternatively, different services could be structured, which would be distinguished by their responsiveness to traffic fluctuations, among other parameters.   For instance, a premium service would consist of a slowly increasing R factor and a fast increasing D factor in response to increased congestion; while the reverse would hold for a lower-cost service.
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Figure 1 Backoff scaling example 
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