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Abstract

The 1998 IEEE P802.11 standard describes as “outside the scope of this standard” how and where the distribution system delivers frames to mobile stations.  This Inter Access Point Protocol proposal defines how a distribution system operates in, and virtualizes an environment for mobile stations.  The environment consists of a transparently bridged layer-2 Ethernet network, which may be connected to a larger layer-3 network by IP routers.  Layer-3 networks other than IP may be supported by extension of this proposal.

Introduction

[Note:  This proposal has many portions that have not been satisfactorily specified.  At this time, this is a working document to generate and refine ideas in the 802.11f (IAPP) group.]

Typical networking devices evolved in an environment where they maintained a statically located connection to an arbitrary network running the IP network layer protocol.  When stations become wireless and roam from one access point to another, they may violate the assumptions about frame delivery made by other devices on the wired infrastructure.

The job of an 802.11 distribution system (DS) is to facilitate the delivery of frames between wireless stations and other stations in the network.  A distribution system is typically formed by a collection of Access Points connected by an Ethernet II and IEEE 802 layer-2 network.  While it is possible for the access points to operate independently, the reliability and capability of the DS is greater if they cooperate using an Inter Access Point Protocol (IAPP).

An IAPP allows the DS to present each wireless station with a different virtual network that represents the station’s home environment.  The virtual network appears to be the same statically configured wired network to which the station might normally be connected.  Because the home layer-2 network environment is presented to the station, higher layer protocols may operate normally.

1 Frame delivery challenges

A layer-2 segment is usually broken into smaller segments by transparent bridges.  The bridges will help isolate traffic from segments where it is not needed.  Once a unicast address is identified to exist on one of the bridge’s ports, traffic destined to that address is only sent out that port.  This works against a wireless distribution system that has stations roaming across these bridges.  The distribution system must ensure that the switches learn the new location of a station after it roams.

Delivery beyond the current layer-2 segment requires knowledge of how to reach the home segment for the station’s layer-3 address.  Some of this knowledge can come from snooping the station’s traffic for an IP address.  However, it does not identify the IP subnet, and therefore does not identify a remote layer-2 segment by itself.  If there is no automatic method to identify the subnet, the user will need to statically configure the information in the distribution system.

Access to the layer-3 home for a station may be categorized

1) DIRECT WIRED – The same layer-2 segment as the distribution system.  Layer-2 bridging is sufficient.

2) ROUTED BROADCAST – A different layer-2 segment that will accept unicast and subnet-directed multicast.

3) ROUTED NON-BROADCAST – A different layer-2 segment that will accept unicast, but not subnet-directed multicast.  ATM and frame relay connections are of this type.

4) ROUTED ONE-WAY CONNECTION – A different layer-2 segment behind a firewall.  It cannot be reached, except when a connection is established to the outside world from behind the firewall.  Since the existence of a firewall exhibits a lack of trust, distribution system traffic through the firewall should use a security protocol.

5) ROUTED GATEKEEPER – A different layer-2 segment behind a firewall.  It cannot be reached except by establishing a secure and authenticated connection with the firewall.  This method must be used when both layer-2 segments are protected by a firewall that allows only outbound connections.

2 Direct-Wired Distribution

A layer-2 Distribution System is a group of Access Points with the same SSID residing in the same layer-2 domain.  Since an SSID is variable length and up to 32 octets long, the SSID makes a terrible method of identifying IAPP frames.  A BSSID based on the IEEE 802.MAC address is used instead as a manageable abbreviation.  The BSSID would be a multicast address taken from either the global set of IEEE addresses, or from the “locally administered” set of addresses. 

[Note:  An alternative is to select only one layer-2 MAC address to be used by any multicast IAPP traffic.  This will require all access points to inspect the content of the IAPP frame to determine if it is for the DS to which they belong.  Again, the problem arises that the SSID can be up to 32 octets in length, and a shorter BSSID in the frame is a better choice for making the filtering decision.]

Ideally, the DS can automatically select the BSSID without user configuration.  Since the BSSID address space is smaller than the SSID space, the automatic correlation between the SSID and BSSID needs to be adaptive in the presence of multiple distribution systems.  In the case where two isolated distribution systems have established the same BSSID, then were later joined on the same layer-2 medium, one of the distribution systems must select a new BSSID.

[Note:  The collision in the BSSID address space is an evil caused by auto-configuration that needs a solution.  Incidentally, the same problem exists for an IBSS, and is solved by a user’s static configuration.]

2.1 Distribution System Coordinator

In the layer-2 environment, all access points can talk to all other access points using multicast messages.  The initial use of the multicast message is to discover or announce the presence of a distribution system on the segment.  An AP that starts a DS establishes the correlation between an SSID and a BSSID.  Other access points may join the DS by issuing a DsProbe.request to the all-DS multicast address.  The new AP will receive a DsProbe.response from an AP in the DS indicating the SSID to BSSID mapping.

Because it is not desirable to have all access points respond to a DsProbe.request, there should be one AP in the role of “Distribution System Coordinator” (DSC).  This AP will respond with a DsProbe.response to a DsProbe.request.  To keep this DSC from becoming a single point of failure, other access points must be able to assume the DSC role.  For another DSC candidate to become aware that it must assume the DSC role, it needs a method to determine the continued presence of the current DSC.  A DsBeacon from the current DSC is multicast every two seconds.  When three of these DsBeacons are lost, the current DSC is assumed to be unavailable.  A new DSC is needed.

Because there may be several DSC candidates, the distribution system needs a manner to predictably elect a new DSC.  The administrator of the system will want to limit the number of candidates, and define that certain access points have DSC preference over others.  The configuration needs to allow a setting of a DSC priority.  A DSC priority of 0-7 is sufficient.  An AP with a DSC priority of zero will never attempt to become the DSC.  The AP with the highest number priority will become the Distribution System Coordinator.  If two access points have the same DSC priority, then the AP with the higher MAC address will become the DSC.

The distribution system coordinator can supply configuration information to the other access points in the DS.  All DSC candidates need to be configured consistently so that the DS will have the same properties, regardless of which AP becomes the DSC.  If the DS needs to provide a tunnel endpoint for connection to another layer-2 segment, the DSC is the logical place for that endpoint.

[HOW IS A TUNNEL CREATED USING IP UNICAST WHEN MORE THAN ONE AP IS A DSC CANDIDATE? A configuration nightmare?]

2.2 Starting or locating a DS

During the formation of a distribution system, the IAPP needs to facilitate the selection of a DSC for the layer-2 segment.  The IAPP implements methods similar to those provided for IBSS creation.  The functions that 802.11 implements for an IBSS are, JOIN, START, and SCAN.

The DSC will periodically transmit DSBeacons on the layer-2 segment, similar to an AP over the radio.  The destination MAC address will be either an all-DS multicast address, or the multicast BSSID specific to the DS.  The interval of the beacon should be approximately two seconds, rather than the sub-second rate used over the radio.  The resolution of the timers used to support a DS do not need, nor can they support the same microsecond resolution that is used for the 802.11 TSF timer.  The supporting “TSF” timer and other DS intervals should have a lower resolution, such as 1/100th of a second.

The DSC may establish common rules for IAPP operation within the domain.  Some of these rules may be included in the DsBeacon, and other rules may be obtained by a DsProbe exchange.

2.2.1 DSSCAN .REQUEST

Ssid


Timeout


Bssid


Active/passive


When an AP issues a DsScan.request, it declares that it wishes to listen for a DsBeacon from an established DS.  The request may optionally indicate to which SSID or BSSID the AP desires to listen.  The scan operation will occur until expiration of a timeout interval parameter.  The DsScan may be an active type, which will cause the AP to issue a DsProbe.request to solicit a DsProbe.response from the DS.

2.2.2 DSJOIN.REQ

Ssid


Timeout


Bssid


When an AP issues a DsJoin.request, it declares that it wishes to listen for beacon from an established DS. The request may optionally indicate to which SSID or BSSID the AP desires to listen.  When a beacon is heard, the AP will adopt the parameters contained within the beacon.  However, the AP will not be able to participate until it has successfully authenticated and associated with the DS.  If the DS does not already exist, the join will fail after a timeout. The scan operation will occur until expiration of a timeout interval parameter.

2.2.3 DSSTART.REQUEST

Ssid


Bssid


DSC priority


When an AP issues a DsStart.request, it declares that it wishes to establish a DS for a particular SSID and BSSID.  Included in the parameter list are the operational parameters for the formation of the DS.  The AP will listen for six seconds to identify an existing instance of the DS, then begin to send DsBeacon frames announcing the presence of the new DS.  If the AP hears a DsBeacon from a DSC with a higher DSC priority, it will act as if it joined the existing DS.  If, later, the DsBeacons are missing for six seconds, the AP will assume the role of DSC and begin generating beacons.

2.3 DsNotify for hand-over

[DsNotify was taken from the normative SDL in the 802.11 standard.]  When a station is granted network access after associating with a new AP, the new AP sends a DsNotify frame with the station’s source address, and a DS-specific multicast destination address.  When the layer 2 unicast address of a destination AP can be reliably determined, it can be used to send a DsNotify frame.  [The old AP address supplied in a station’s reassociation request is not considered a reliable indication].  Any 802.1d transparent bridges will learn the new location of the station, and the old AP will learn that it no longer has an association with the station.

2.4 DsInquiry/DsResponse to locate a station’s current point of attachment

[DsInquiry and DsResponse was taken from the normative SDL in the 802.11 standard.]  A DsInquiry and DsResponse exchange is useful when an AP wants to receive information about a station.  The AP will learn, at least, the AP that is maintaining the current point of attachment.  When a new AP makes the DsInquiry, the old AP will make the DsResponse.  If no information needs to be exchanged, then this step can be eliminated.  [A variation of this would be to send the DsInquiry to, and receive the DsResponse from a DSC.]

2.5 Recovering from a missing DsNotify

If an AP has tried to send a message to a station and retries have failed, the station may have roamed.  Errors in the DS prevented the AP from receiving a DsNotify.  The AP can transmit a DsInquiry to solicit a repeat of the DsNotify from another AP.  If there is no response, the AP will attempt to maintain the association until .

The DsInquiry must indicate that the station may be lost, and the response must be a DsNotify rather than a DsResponse.  Other access points that have an association with the station must attempt to verify that the station is actually still associated to them before reissuing a DsNotify.

Because interference on the RF medium may cause several stations to fail to respond, the DsInquiries for unresponsive stations should be aggregated, and rate-limited.

3 Routed-Broadcast Distribution

When a frame needs to cross from one layer-2 segment to another layer-2 segment, it usually does it by forwarding the frame to a layer-3 (IP) router.  Routers will pass frames with unicast layer-3 addresses toward the destination layer-2 segment.  These routers will block frames with a broadcast or “all-subnets” multicast layer-3 destination address.  The router may be configured to pass frames that have a multicast destination address, which is directed to specific layer-3 subnet.  This configuration is common within a corporate campus.

3.1 Home DSC discovery

When an RF station has associated to an access point on a foreign layer-2 segment, the distribution system needs to exchange traffic for the station with the station’s home subnet.  When the AP identifies that a station is a guest on the local subnet, it must prevent any further transmission of the station’s raw frames on the DS.  The use of a DsInquiry and DsResponse can let the AP discover the station is a guest on this segment before it forwards any traffic.

A DsResponse must provide the home subnet mask so the new AP can properly send a directed multicast.  If the subnet mask for the home subnet can be automatically determined from the local IP routers, that would eliminate the need for user configuration.  This will not always be possible since routers are often configured to aggregate route definitions of multiple subnets.

The AP must send a DsNotify to the station’s home subnet.  It encapsulates the notification frame in GRE-over-IP, and uses a subnet-directed multicast address. The DSC on the home subnet will then be aware of the station’s new location.  If the home DSC was already forwarding traffic to another remote subnet, it will forward the DsNotify to the subnet that had the previous association.  It will also send a DsNotify to the new foreign subnet

3.2 Data Exchange

While the new AP can continue to send station frames the home subnet using the subnet-directed IP address, it should send traffic directly to the home DSC once it receives the DsNotify from it.  If the new AP continues to send frames using the multicast address, the home DSC can reissue the DsNotify to correct the behavior.

The home DSC will encapsulate all unicast traffic for the station, and selected multicast and broadcast traffic in GRE over IP and multicast it to the foreign DS.  Subnet-directed multicast is used by the home DSC so that all access points on the foreign subnet will be able to see the traffic.  This provides faster roaming for the station within the foreign DS.  More importantly, multicast and broadcast from the home subnet will need to be forwarded only once, regardless of how many guest stations are on the foreign subnet.

3.3 Connection Maintenance

The foreign DS will need to know that the home distribution system is still forwarding traffic for its stations.  The home DSC will send a DsBeacon to the foreign subnet every two seconds.  If the DsBeacon stops, the foreign AP can attempt to reestablish the connection with the home DSC.

4 Routed-Non-Broadcast Distribution

A minor variant of the routed-broadcast environment is when the intervening routers will not pass any multicast traffic.  A corporate network connected by a frame relay link is an example of this kind of router configuration.  Traffic between the foreign and home DSC must always be unicast.  That means the AP on the foreign subnet will not be able to use a subnet-directed multicast address to discover the unicast address of the current home DSC, nor will the home DSC be able to send frames to the station using a subnet-directed multicast address.

4.1 Home DSC discovery

When subnet-directed multicast can’t be used to determine the unicast address of the home DSC, the address must already be known by the foreign subnet.  Instead of the local DsResponse indicating the home subnet’s multicast address, it must indicate the specific address for the home DSC.  A configuration problem is created when the home distribution system has multiple candidate coordinators.

4.2 Data Exchange

Frames from the AP where the station is associated are still sent to the home DSC as unicast frames.  The home DSC will send traffic to the station by way of the foreign DSC.  It learned the unicast address of the DSC from the DsNotify from the new AP.  The foreign DSC will remove the IP encapsulation from the frame, and will send the DS-specific multicast frame to all access points in its DS.

The foreign DSC may optionally use the unicast address of the station’s AP to minimize multicast traffic on the distribution system.  If an AP receives this unicast GRE traffic, and it no longer has an association with the station, it must attempt to force a new DsNotify from the AP that has the current association.  The DSC will then learn the current AP that needs the traffic.

5 Routed-One-Way Distribution

When one of the distribution systems is behind a firewall, no other distribution systems can reach it.  That DS must establish advance connections to any external DSC that may be hosting its stations.  The DSC behind the firewall may defer creating connections to other home subnets until a guest station is present.  The connections must use a connection-oriented protocol (TCP) so that the firewall can maintain state information to permit the incoming traffic.

The existence of a firewall exhibits a lack of trust.  Traffic sent through the firewall should be over an encrypted TCP connection.  The data will be protected between distribution system coordinators.  The external subnet is trusted, as evidenced by the creation of the DSC-DSC connection.  Therefore, the station traffic is not encrypted when a DSC places it on the local subnet.  Operation between the foreign and home subnet is otherwise identical to routed-non-broadcast distribution.

The IAPP does not specify operation of a network where the distribution system coordinators are responsible for routing traffic through multiple hops.  The need for management, security, and overlap with existing layer-2 and layer-3 routing protocols are the primary reasons for the omission of routing from the IAPP.

6 Routed-Gatekeeper Distribution

In some cases, both the home and foreign distribution systems will be behind firewalls.  Neither DSC will be able to accept incoming connections from an external DSC.  For this to work, an external DSC must establish a secure connection to the firewall.  A VPN could be used to make a connection of this sort.  Once the connection has been made to the firewall, the two distribution system coordinators can exchange traffic.
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