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Abstract

When two or more BSSs are collocated and operate in the same channel, there are potential collisions among STAs from different BSSs even during the CFPs based on the current definition of the PCF. These potential collisions during the CFP can make it very difficult to provide QoS using the PCF-based MAC enhancement of 802.11 under TGe. In this paper, we propose an enhanced mechanism to handle the situation of overlapping BSSs based on the previous proposals by NWN [9] and Philips Research [3], which were proposed in the May meeting of 802.11 WG. Our proposal is composed of the Contention Free Burst by NWN and RTS/CTS during CFP by Philips and NWN, respectively. On top of these existing proposals, our proposal adds (1) a new counter called Overlapping Network Allocation Vector (ONAV) and (2) channel sensing during CFP. We also identify the problems of fairness and limitation of the proposed scheme for further studies.

Introduction

When two or more BSSs are collocated and operate in the same channel, which are referred to as “overlapping BSSs” in this paper, there are potential collisions among STAs from different BSSs even during the CFPs based on the current definition of the PCF. These potential collisions during the CFP can make it very difficult to provide QoS using the PCF-based MAC enhancement of 802.11 under TGe. In this paper, we propose an enhanced mechanism to handle the situation of overlapping BSSs based on the previous proposals by NWN [9] and Philips Research [3], which were proposed in the May meeting of 802.11 WG.

The problem of overlapping BSSs is quite complex. In order to handle this situation properly, we need a number of mechanisms, which can be applied sequentially. The proposed mechanism to handle the overlapping BSSs problem is composed of:

· Dynamic Channel Selection: The best way one can do is avoiding the overlapping BSS situation.  With this scheme, an enhanced AP (EAP)
 that detects overlapping BSS(s) will attempt to move all STAs within its own BSS to a new physical channel where the conditions are more favorable. For more details, please refer to [6].

· Channel Fair Sharing: If there are no suitable channels available, the BSS should be able to manage the situation of overlapping by sharing the wireless bandwidth fairly, preferably with a distributed mechanism.  This mechanims will be addressed in this paper.

· Error Control: Even with the above-mentioned mechanisms, the frame collisions cannot be completely avoided during the CFPs.  In order to handle the frame losses due to the collision and corruption, we need to have an error control mechanism, which is based on both error correction and detection/retransmission. .

In Section 2, we describe three different possible situations of overlapping among two BSSs.  It is also possible to have three BSSs overlapped, but the solutions suggested in this paper are scalable and can be applied to this situation as well.  Sections 3 and 4 explain the systems used to share the channel fairly among the BSSs.  Basically, the mechanism is the one presented by NWN [9], but with some corrections and additional elements that improve the mechanism.  In addition to this mechanism, the detailed use of the RTS/CTS mechanism during the CFP is presented, useful to handle certain overlapping situations.  Finally, in Section 5, the feedback mechanism needed to properly use the proposed mechanism is presented. Section 6 exposes the steps that a new EAP should follow in order to avoid an overlapping situation. When it is not possible (all the physical channels are being used by other BSSs), the EAP must select the least interfering channel and attempt to live with the overlapping BSSs running there.
1. Three Situations of Overlapping BSSs

In this section, we show three different situations of overlapping among two BSSs.  Using these examples, we can (1) show all the problems that arise when two BSSs are overlapped, and (2) show the solutions to handle them.  During the rest of the paper these situations will be referred constantly to illustrate the problems and solutions.

 In the following examples of overlapped BSSs, a circle around each STA (and AP) represents the transmission range of the STA.  STAx,1 belongs to the BSS of APx, which is called BSSx.  The APs can always reach all the STAs belonging to its BSS, and therefore, all the STAs can always reach its own AP.  Unless stated otherwise, the effects of the overlapping STAs will be considered with respect to STA1,1 belonging to BSS1.

1.1. Situation A

Figure 1 shows a situation referred to as situation A, in which (1) AP1 can hear STA1,1 and STA1,2 (BSS1); (2) STA1,1 can hear AP1, STA1,2, and STA2,1; and (3) STA1,2 can hear AP1, STA1,1, and STA2,1.  Then, in BSS2, (1) AP2 can hear STA2,1; and (2) STA2,1 can hear AP2, STA1,1, and STA1,2. This can happen, for example, in a block of offices, where the BSSs located in two neighboring offices interfere to each other.
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Figure 1. A situation of overlapping BSSs; STA2,1 is not reachable from AP1.
1.2. Situation B
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Figure 2. A situation of overlapping BSSs; STA1,1 is reachable from AP2.

In the above figure, (1) AP1 can hear STA1,1 and STA1,2  (BSS1), (2) STA1,1 can hear AP1, STA1,2, STA2,1, and AP2, and (3) STA1,2 can hear AP1, STA1,1, STA2,1, and AP2.  Then, in BSS2, (1) AP2 can hear STA2,1, STA1,1, and STA1,2, and (2) STA2,1 can hear AP2, STA1,1, and STA1,2.  This situation is similar to the one in Situation A, but AP2 can reach some STAs of BSS1 in this situation. 

1.3. Situation C
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Figure 3. A situation of overlapping BSSs; both APs can reach to each other.

In the above figure, (1) AP1 can hear STA1,1, STA1,2, and AP2, (2) STA1,1 can hear AP1, STA1,2, STA2,1, and AP2, and (3) STA1,2 can hear AP1, STA1,1, STA2,1, and AP2.  Then, in BSS2, (1) AP2 can hear STA2,1, STA1,1, STA1,2, and AP1, and (2) STA2,1 can hear AP2, STA1,1 and STA1,2.  This situation is similar to the one in Situation B, but now both APs, i.e., AP2 and AP1, can reach to each other directly. 

2. Improved Contention Free Burst Mechanism

The Contention Free Burst (CFB) is a solution presented by No Wires Needed (NWN) [9] to handle the situations of overlapping BSSs.  We first summarize the NWN proposal briefly. Then, the problems found in this mechanism are identified to end with a detailed explanation about how should have to work this system to handle effectively the problem of overlapping BSSs.  

2.1. Recapture of NWN Proposal

Basically, the CFB mechanism is an enhanced version of the one defined in IEEE 802.11-1999 (See Section 9.3.3.2 of [1]). That is, at the beginning of a CFP, if it has been delayed due to stretching, the Point Coordinator (PC), once the medium becomes idle, will execute a back-off before transmitting the beacon.  The PC that is inside a CFP, after aMediumOccupancyLimit period will free the medium an execute a new back-off.  If there are other BSSs waiting, one of them will get the medium, so that the mechanism enables to share fairly the channel among the BSSs working on it.

In the NWN proposal, the CFP is divided into CFBs.  After CFBMaxDuration, the PC with the control of the medium will release it.  At that moment, the AP will execute a back-off algorithm, thus giving the chance to other PCs  (or to itself again) to obtain the control of the channel.  Each PC will contend for the control of the medium following these rules until the end of its CFP (pointed by CFPMaxDuration).  See Figure 4.
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Figure 4.  Operation example of the CFB during the CFP.  Figure extracted from [9].

NWN added two new features: (1) a feedback system, used by the STAs to indicate the status of their frame queue(s) to the PC; and (2) a new CF Duration/ID used in the frames transmitted from the PC during the CFP, signaling the rest of the duration of the current CFB.  In their proposal, they also suggest the use of the RTS/CTS mechanism to handle situations that the CFB can not manage, as in Situation A. This was also proposed by Philips [3].

2.2. Identified Problems of NWN Solution

We have mainly detected some problems in the solution proposed by NWN in [9], which would make the system not working as intended: (1) the use of the RTS/CTS as complement to the CFB.  In addition, we have also found some other problems related to the implementation of the CFB, which are (2) the after-deferral collision, (3) the actual ‘fairness’ of the system, and (4) the blank CFP.

The second problem is the use of the RTS/CTS frames during the CFP in situations like Situation A, where the overlapping STAs can not receive the frames containing the duration of the CFB.  If both BSSs are inside their CFPs, all the STAs have their NAVs set up to CFPMaxDuration, and therefore, the reception of an RTS or CTS frame will have normally no effect (because the duration carried in the RTS or CTS frame would be smaller than the current NAV).  The solution consists in using all the mechanisms regarding the new CF-RTS/CTS described in Section 5.

A third problem, this time related with the CFB mechanism itself, is the possibility of collision after the deferrals at the beginning of each CFB.  If two PCs end the deferral to begin a CFB at the same time, both transmissions will collide.  As the PCs during the CFP do not use the information about the status of the channel before transmitting, both CFBs would continue in parallel, affecting destructively each other.  

The fourth problem is related with the fairness of the channel sharing.  If one BSS begins the CFP some time before other BSS, the first BSS will begin the first CFB without opposition from the second BSS.  If during this CFB, the second BSS begins its own CFP, the beacon transmission will be deferred.  After a CFBMaxDuration, the first BSS will release the channel and execute a backoff to give the opportunity to other BSSs to control the medium.  But at this point, both BSSs have the same chances to get the channel, because both will begin the backoff with the same parameters.  Therefore, the first BSS may grab the channel again and begin his second CFB.

The fifth and last problem is also related with the fairness of the channel sharing, but from another point of view, what we call a blank CFP.  This situation can happen when a CFB in one BSS is larger than the CFP of another BSS.  For example, one BSS with a video transmission could have a superframe of 100 ms, while other BSS transmitting voice could have a superframe of 20 ms.  If both BSSs are overlapped, a CFB of the first BSS could be as large as complete superframe of the second BSS.  

2.3. Detailed Mechanism of CFB

In this section, we explain in detail how the STAs should act in situations of overlapping.  The basic idea is the one proposed by NWN, so we will no further expose it.  What it is expalined are the new elements needed to handle all the problems presented in the previous section.

Currently, no new frames or fields are needed, because we can reuse the existing ones.  Nevertheless, any extra information needed that can not go in the MAC header could go in the first octets of the frame payload.   The enhanced STAs would distinguish between legacy and new frames due to the contents of the Duration/ID field, as explained in 4.3.

2.3.1. Overlapping Network Allocation Vector

In a BSS that implements the CFP, the STAs set up their NAVs to CFPMaxDuration each TBTT signaling the beginning of a CFP.  Therefore, in situation of overlapping, if two or more BSSs begin their respective CFPs, all the STAs in that BSSs, but the APs, will set up their NAVs.  As consequence, although the frames received from the other BSS executing a CFB carry the remaining duration of that CFB, if this value is lower that the actual NAV, as happens in the vast majority of cases, the STAs will not update it.

Although this situation appears to have no problems, there are several, in function of the concrete overlapping situation.  For example, in Situation B, STA1,1 could receive the frames indicating the remaining of the CFB from AP2, but if STA1,1 is polled by AP1, STA1,1 will respond the poll, situation that may generate a collision in AP2.  To solve this, and other related problems, we can use a new variable, the Overlapping Network Allocation Vector (ONAV).

The ONAV acts as a normal NAV, but it is set up only with the value of the Duration/ID field carried by two type of frames: (1) all the CF frames
, and (2) the CF-RTS/CTS frames, as explained in Section 5.3.  To set up the ONAV, these frames have to be transmitted by STAs belonging to another BSS.  The normal NAV will follow the current rules, i.e. it will be set up only if the new duration value is bigger than the actual one.  Therefore, a CF-RTS frame, CF-CTS frame or CF frame can only set up the NAV in legacy STAs, and both NAV and ONAV in enhanced STAs.  Therefore, the enhanced STAs can have only the NAV, or the NAV and the ONAV at the same time, with a non-zero value, but they never can have the ONAV with a non-zero value while the NAV has a zero value.

In non-PC enhanced STAs, the effect of the ONAV is as follows: upon being polled, the enhanced STA will respond only if the ONAV is zero.  If it is non-zero, then the enhanced STA will remain silent.  In APs containing PCs, the effect of the ONAV depends on the situation:

· Deferral of the CFB.  At the end of one CFB, the channel becomes available, and all the PCs inside their CFPs would execute a deferral to control it.  This deferral is based in the actual backoff, but probably the NAV of these PCs will be non-zero, so that the backoff will be blocked without possibility to advance.  To solve this problem, the deferral should be done with a special backoff algorithm, identical to the actual one but for the ONAV, which is used instead of the NAV.  At the end of this backoff, the first frame of the CFB (beacon or CF frame) should be transmitted.  At that moment, the channel is physically idle, the ONAV has a zero value, and the NAV can be zero or not.

· Execution of a CFB.  During its own CFP, although the NAV is non-zero (e. g. due to the reception of a beacon frame), if the ONAV is zero and the PC has achieved the control of the channel, the PC will begin the polling sequence.

In Figure 5, we show an example about the correct use of the ONAV in all the exposed situations for CFB.  Figure 8 is an example of the use of the NAV with the CF-RTS/CTS frames. 
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Figure 5.  Example of ONAV use, based in Situation C.

2.3.2. Physical sensing during a CFB

 In the actual PCF, the PC that controls the channel, and the STAs of its BSS, transmit frames during the CFP regardless the status of the channel.  The explanation for this behavior is that during the CFP all the STAs in a BSS set up the NAV to CFPMaxDuration, and they can only transmit if polled by the PC.  Therefore, there is no need to waste time sensing the channel.  But in situations of overlapping BSSs (and in case of beacon collision, as explained in [5]), the collisions during the CFP are possible.

The CFB is a solution to these collision situations, but, as it is based in the actual PCF, there is a need to sense the channel in some situations, although the PC controls the channel.  More concretely, there are two situations: after the first frame transmitted in a CFB and after every polling.

In the first situation, several PCs could complete the deferral to begin a CFB by the same time, generating a collision between the first frame transmitted by each PC.  As explained before, the information about the status of the channel is not used during the CFP, and therefore, all the PCs will continue with the CFB in parallel, affecting destructively each other.

A possible solution is to sense physically the channel just after the first frame transmitted during the CFB.  The PC can not use the information in the NAV, because it can be non-zero due the reception of a beacon from another BSS (see Figure 5), but if the ONAV is zero, the PC can transmit.  If the channel is detected busy (but there is no reception of a frame), probably a collision has occurred.  In this situation, all the PCs but the one that transmitted the larger frame may sense the collision.  These PCs should execute a backoff, so that the PC that did not sense the collision will control the channel and continue with its own CFB.  In case that several PCs did not sense the collision, then they will continue with their CFBs in parallel, affecting each other.  But with the next rule about sensing the channel during the CFB, this problem is solved too.  A global example is shown in Figure 6.  To save bandwidth, the PC could schedule a simple CF-poll frame to be transmitted the first during a CFB.

The other situation of sensing the channel during the CFB happens after the transmission of a CF-poll frame (and variants such CF-poll+Data).  Really, after the transmission of a poll, the PC has to switch from transmitter mode to receiver mode, so this sensing is always done, but the PC does not use the information.  Therefore, if after transmitting a poll the channel is detected busy but there is no indication of frame reception (signaled with PHY_RXSTART.indication), the PC will execute a backoff.  See Figure 6.
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Figure 6.  Channel sensing operations during the CFB.

2.3.3. Fairness during a CFB

To avoid the possibility of a BSS grabbing the channel during two continued CFBs, there is the need to use an incremental window size for the deferring executed at the end of each CFB.  If one BSS has controlled the channel during the previous CFB, the deferral should be a random number between [0,2*CWmin].  With this option, we give more probabilities to the expecting BSSs to access the channel.  The PC should use the CWmin in the first CFB of a CFP, and in the next CFBs always that the PC has not controlled the channel in the previous CFB.  To avoid wasting time, this option could be used only in case that the PC has detected an overlapped BSS.


[image: image7.wmf]CFB

AP

2

AP

1

Channel

Channel

CFB

TBTT

1

TBTT

2

CFP

1

CFP

2

Beacon or CF-end

CFB Backoff

TBTT

1

Backoff Deference

TBTT

2

CFB

CFP

1


Figure 7.  Example of blank CFP.  The duration of a CFB in BSS2 is larger than the duration of the whole CFP in BSS1.

In a similar way, to avoid blank CFP, we mean, that the duration of a CFB in one BSS is larger than the CFP of another BSS, the maximum size of the CFB should be limited.  See example in Figure 7.  To know the suitable size for the CFB, the first BSS should know the CFP parameters of the second BSS.  Therefore, there is a need for storing information about other BSSs, which could also be used by the polling algorithm and other mechanisms to reduce the interfernce among BSSs.

3. CF-RTS/CTS Mechanism During CFP

The Request To Send / Clear To Send (CTS/RTS) mechanism is defined in the IEEE 802.11-1999 standard to handle the situations of hidden nodes, but it is limited to work only during the CP under the DCF.  In this section, we consider in detail the RTS/CTS mechanism as part of the PCF used during the CFP (what we will refer as CF-RTS/CTS). 

This mechanism is very useful as complement to the CFB to cover situations where the overlapping BSSs can not hear each other PCs transmissions (remember that these transmissions carry the duration of the CFB), like Situation A for both BSSs, and Situation B for BSS1.  Also, it is very useful in situations of co-channel interference, where a STA receives frames that can detect but not receive correctly, thus missing the Duration information.  Although, in this paper, the CF-RTS/CTS is presented as a complement to the CFB, it could be used independently.

Other solutions presented to handle the same problem to the TGe include the beacon forwarding, i.e. the STAs forward the received beacon to reach the overlapped STAs that can not be reached directly by the AP.  The use of the CF-RTS/CTS mechanism has two advantages over this beacon forwarding:

1. The channel is reserved only during the real duration of the transmission, and not during all the CFP of one BSS.  Therefore, different BSSs partially overlapped can operate in parallel the major part of the time.

2. In case of co-channel interference, the use of the CF-RTS or CF-CTS frames helps in reducing the amount of bandwidth wasted in collisions, as shown in section 5.1.

First of all, it is explained how the CF-RTS/CTS mechanism works.  Then, the situations of overlapped BSSs that can and can not be handled with this system are presented.  The next point shows the modifications that have to be done in the original RTS/CTS mechanism to be transformed in the CF-RTS/CTS mechanism, always maintining the backward compatibility.  The following section exposes the situations for using the CF-RTS/CTS system, and finally, the limitations fo the solution are commented in the last point.

3.1. Operation of the CF-RTS/CTS Mechanism 

The AP, upon processing the information received about overlapping STAs, will decide which transmissions shall use the CF-RTS/CTS mechanism.  To indicate this to the affected STAs, the PC needs only to use a single bit in the transmitted polling frames.

In downlink transmissions (i.e., AP to STA) during the CFP, the PC can use a CF-RTS frame as poll.  Then, the destination STA will respond with a CF-CTS frame and will wait for the data frame from the PC.  An example is shown in Figure 10.

In uplink transmissions (i.e., STA to AP), or transmissions among STAs (i.e., STA to STA), during the CFP the AP has to poll the sender STA in order to begin a transmission, using any of the CF-poll frames (e.g. CF-poll + Data).  In these communications, the transmitter STA can send a CF-RTS frame, and the receiver STA or the AP will respond with a CF-CTS frame.  Upon reception of the CF-CTS frame, the transmitter STA will send the data frame.  See Figure 11 for example.  Therefore, the AP has to indicate somehow to the transmitter STA if the CF-RTS/CTS mechanism is needed or not. This indication should travel in the CF-poll frame, using the Power Management (Pwr Mgt) bit in the Frame Control field (always 0 in transmissions from the AP).

The enhanced STAs also need some kind of new NAV to store the duration value carried by the CF-RTS and CTS frames.  Therefore, the Overlapping NAV (ONAV), necessary for the CFB, will be used also with the CF-RTS/CTS mechanism, as defined in 4.3.1.  Figure 8 shows an example of this use.

Figure 8.  Example of using the ONAV and the CF-RTS/CTS mechanism, based on Situation A.  STA2,1 receives a CF-CTS frame from BSS1 during a CFP in BSS2, setting up its ONAV.  During this period, STA2,1 receives a poll from AP2, but it will not respond due to the non-zero ONAV.

Another big difference between the CFP and CP RTS/CTS mechanisms is that the CF-RTS and CTS frames will not update any ONAV in STAs belonging to the same BSS of the sender.  This helps to improve the polling performance in situations where the CF-RTS/CTS fails (see Figure 9), and cover some weird situations of overlapping BSSs.  To know if the origin of a CF-RTS or CTS frame is a STA from the same BSS, any STA:

(a) Can check if any address field in the received CF-RTS or CTS frames contains the BSSID where this STA is associated.  This checking is useful in transmissions from/to the AP, because its address, that is the BSSID, is present in both the CF-RTS and CTS frames.

(b) In communications among STAs where the CF-RTS/CTS mechanism is used, the BSSID is not contained in any of these CF-RTS and CTS frames.  But the STAs can hear the polling frame from the AP and store in a variable the destination address of this poll in case the use of the CF-RTS/CTS mechanism is requested.  Therefore, if any CF-RTS or CTS frame containing that address is received, the STA will not set up its ONAV.
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Figure 9.  Example of reduced performance, based in Situation A, in case the STAs belonging to the same BSS of the sender of the RTS frame set up their ONAVs.  In this case, STA1,2 would not respond the poll from AP1 due to the ONAV set up by STA1,1, when it is totally unnecessary.

As in the normal NAV, if upon reception of a CF-RTS frame there is no PHY-RXSTART.indication during “CTS_Time”, the ONAV will be reset, and so the NAV if the cause of its non-zero value was that CF-RTS frame.

3.2. Situations Handled by the CF-RTS/CTS Mechanism

In this section, we show which conditions, under the situation of overlapping BSSs, the CF-RTS/CTS mechanism can handle and which ones can not.  All the explanations are based on the examples of Section 3.  As reminder, if not said otherwise, the effects of the overlapping STAs will be considered always over STA1,1 in particular, and BSS1 in general.

Situation A is a very problematic one, since STA2,1 is not in the coverage area of AP1.  STA2,1 cannot receive frames transmitted by AP1, and hence it would not set up its NAV during the CFP of BSS1. Therefore, STA2,1 could transmit a frame while STA1,1 is receiving a data frame from AP1  during a CFP, thus resulting in a collision.

This kind of collisions can be prevented by using the CF-RTS/CTS exchange before transmission of actual data frames during the CFP.  Using Situation A as reference, Figure 10 shows the timing diagram for a data transmission from AP1 to STA1,1, while Figure 11 shows the timing diagram for a data transmission from STA1,1 to STA1,2 per being polled by AP1. As in the case of the CP RTS/CTS, after a successful exchange of the CF-RTS/CTS frames all the STAs operating during the CP that have received either the RTS or CTS frame will set up their NAV.  That will prevent these STAs from sending frames during the forthcoming transmission.  If the exchange fails, the transmission will be deferred and may be rescheduled.


[image: image9.wmf]CF-RTS

CF-CTS

Data to STA

1

,1

AP

1

STA

1

,1

STA

2

,1

Set up the ONAV


Figure 10. The RTS/CTS exchange for data transmission from AP1 to STA1,1.

If STA2,1 is operating under the CFP of BSS2, the actual RTS/CTS mechanism will have no effect (only in very concrete situations).  Therefore, this is the reason for doing some modifications in the actual RTS/CTS mechanism to be used during the CFP, maintaining the compatibility with legacy STAs.  These modifications are presented in 5.3, and should be included in the enhanced MAC.  The modified RTS/CTS mechanism is referred as CF-RTS/CTS mechanism, the actual mechanism as CP RTS/CTS, and both without distinction as RTS/CTS mechanism.  If STA2,1 is under a CFP managed by the PCF, the actual or the modified RTS/CTS mechanism will not work, but this is not a big problem, due to very limited implementation of the PCF in real devices.

In fact, the RTS/CTS mechanism can also be very useful to handle efficiently the time-varying channel, as it was used in [8] in conjunction with a polling-based MAC. That is, since the channel errors in the wireless environments are bursty in many cases, by exchanging the RTS/CTS frames before the actual data transmission, the packet losses due to such bursty errors can be reduced significantly. 
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Figure 11. The RTS/CTS exchange for data transmission from STA1,1 to STA1,2 per being polled by AP1. Note that the destination STA of STA1,1 could be AP1 instead of STA1,2.

In Situation B, the use of the RTS/CTS mechanism (actual or modified version) could be useless, in function of whether BSS2 is inside a CFP or a CP.  In the first case, AP2 will be all time transmitting or receiving frames, and therefore, any RTS or CTS frame sent by STA1,1 will have either no effect or will collide with any reception in AP2.  As AP2 has not received correctly any RTS or CTS frame, AP2 may transmit a frame able to generate a collision in STA1,1.  

If AP2 supports the enhanced MAC and implements the CFB, then there are possibilities for STA1,1 to transmit and receive correctly.  In this case, the correct polling sequence, based on the feedback about the CFP2, will help to use effectively the CF-RTS/CTS.  In the situation of AP2 implementing a CFP, STA1,1 could receive the beacon frame from AP2 and set up its NAV.  But, with the actual implementation, STA1,1 will respond to any polling frame from AP1, so that this transmission may interfere the CFP in BSS2.

If BSS2 is inside a CP, AP2 probably will not be transmitting/receiving all time.  This will generate some periods of idle channel, and therefore some RTS and CTS frames sent by STA1,1 may arrive to AP2 (STA2,1), setting up its NAV and allowing a transmission without collisions in STA1,1.  Therefore, the effectiveness of the RTS/CTS mechanism depends on the duration of the CP and the data load from/to overlapping STAs (AP2 and STA2,1 in our example) in BSS2.

Situation C is quite similar to the explained before, but now both APs can reach each other.  And as before, the usefulness of the RTS/CTS mechanism is reduced even to fewer concrete situations.  At this point, all the overlapping STAs (in our example AP2) may receive the beacon signaling the beginning of a CFP in BSS1, so that they will set up their NAVs.  STA2,1 is out of the reach of AP1, thus will not receive the beacon frame and will not set up its NAV.   Only in this concrete situation STA1,1 would need to use the CF-RTS/CTS mechanism to cover itself from STA2,1, as shown in Figure 12.  This will only work if BSS2 is in a CP, because if not, as before, AP2 will be transmitting/receiving all the time, so that the RTS or CTS frames will not reach it correctly.
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Figure 12.  The need to use the CF-RTS/CTS mechanism although the beacon frame reaches part of the overlapping STAs, based on Situation C.

Situation C is the typical one where both APs are interfering each other constantly.  If both APs support the enhanced MAC, the best solution is to implement the CFB and try to share the channel fairly.

3.3. Modifications in the CF-RTS/CTS Mechanism

The use of the RTS/CTS mechanism during the CFP, in order to avoid contentions from overlapping BSSs, has been presented in the previous sections.  But, with the actual implementation, this mechanism is useless when the overlapped BSSs are inside a CFP, because all the STAs in that BSSs, but the AP, set up their NAVs with the CFPMaxDuration value at every TBTT signaling the beginning of a CFP.  Therefore, the reception of an RTS or CTS frame, normally with the value of the Duration/ID field being smaller than the actual one in the NAVs of the STAs, will cause no effect.

But this situation is normal, because in the actual standard [1], the RTS/CTS is used under the DCF.  If a STA inside its CFP receives a RTS or CTS frame, there will be no reaction, and in case it is polled, the STA will respond with a frame.  For this reason, we need to differentiate the RTS/CTS mechanism used during the CP from the same mechanism used during the CFP that helps to avoid collisions in situations of overlapping BSSs, always keeping the backward compatibility with the legacy STAs.  The actual format of the RTS and CTS frames is shown in Figure 13 and Figure 14, respectively.  As can be seen, we need all the present fields, and we can not add any new one to indicate the new use of the RTS and CTS frames.
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Figure 13.  RTS frame format

The indication that differentiates the CP RTS/CTS frames from the CFP ones could be a single bit, one that does not affect the legacy STAs. In the Frame Control field of all the control type frames there are 7 bits set up to zero always (see Figure 15).  To produce the minimum changes in the actual implementation, To DS and Retry bits should not be used.  Then, we dispose of 5 bits (From DS, More Frag, More Data, WEP, Order) to differentiate the CF-RTS/CTS frames from the CP ones.  We can chose and set up one of these bits to indicate a CF-RTS or CTS frame.
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Figure 14.  CTS frame format.
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Figure 15.  Frame Control Field with the default values for control type frames.

The enhanced STAs will detect this bit and understand that the RTS and/or CTS frames received come from a CFP, using the Duration/ID information to set up its ONAV, and maybe NAV.  On the other hand, legacy STAs will not care about this bit and will use the value of the field Duration/ID to set up its NAV.

3.4. When to Use the CF-RTS/CTS Mechanism

Apparently, the CF-RTS/CTS exchanges consume the precious wireless bandwidth redundantly if they are used where there is no contention from overlapping BSSs, they are not effective on the overlapping BSSs and the bursty errors are very rare.  On the other hand, if the CF-RTS/CTS exchange is not used where it could be useful, the sent frames result in a waste of bandwidth due to the unsuccessful transmissions.  Therefore, we need to define some decision-making rules, as is the case with the RTS/CTS in the DCF.  Here are some possible rules:

(a) Each STA may report to its AP if there are STAs, which belong to other BSSs, within its coverage.  By receiving a frame with a BSSID different from its own, a STA can detect the existence of such STAs easily.  For each data transmission to/from such a STA, the AP may request the CF-RTS/CTS exchange, more concretely in case of transmissions from/to a STA that has reported the presence of one or more overlapping non-EAP and non-PC STAs that can not receive the frames transmitted by his own AP with the duration of the CFB.

(b) For the transmission of a data frame, which is larger than a threshold size, the AP may request the CF-RTS/CTS exchange.  The same rule is applied to the RTS/CTS decision in the DCF via the parameter RtsThreshold.  In case of the current PCF, the AP cannot specify/limit the size of the data frame transmitted by a STA per being polled, e.g., the size of the data frame in Figure 11.

(c) Per observing a number of transmission failures to/from a STA more than a threshold value, the AP may want to request the CF-RTS/CTS exchange for the data transmissions involving this STA.  Knowing that this mechanism can be useful for the time-varying channel with bursty errors, this can be another important decision-making rule.

(d) In situations of co-channel interference, the affected STA may detect the PLCP header of a frame, but not the PMDU.  This is due to the fact that the sensitivity of the receiver is lower at higher rates, so that the PLCP header usually is transmitted at the lowest rate, while the PMDU could be transmitted at any rate allowed by the PHY.  Without the correct reception of the frame, the information about the Duration of the transmission can not be obtained, so for the STAs in these situations, the virtual sensing is not used.  The solution to handle this overlapping problem is to transmit the RTS or CTS frame with the lowest transmission rate, so the probabilities to be received correctly by the far STAs generating the co-channel interference is higher.

3.5. Limitations

While the proposed CF-RTS/CTS exchange can reduce the collisions during the CFP significantly in the situations indicated in 5.4, there are some cases when this will not work. These are mostly due to the limitations of the RTS/CTS itself.  We use the network topology in Situation A for the explanations:

(a) AP2 sends a data to STA2,1, for example, while STA1,1 transmits the CF-CTS frame.  Therefore, STA2,1 will not receive the CF-CTS frame correctly, and hence will neither set up its NAV (ONAV).  This means that the CF-RTS/CTS exchange was not successful even though AP1 and STA1,1 would think it was. This may lead to a collision.

(b) The CF-RTS/CTS exchange is done successfully, and STA2,1 has set up its NAV (ONAV) properly.  But, per receiving a data frame from AP2 successfully, STA2,1 will respond with an ACK frame regarding the status of its NAV (ONAV) (non-zero). This ACK frame may result in a collision at STA1,1.  This problem is more detailed in [4], where a possible modification in the DCF is suggested.

(c) The CF-RTS/CTS exchange is done successfully again, and STA2,1 (assuming it is a legacy STA) has set up its NAV properly.  But, if AP2 begins the CFP in BSS2 under the PCF assuming that AP2 has a Point Coordinator (PC) in it, STA2,1 will respond with a frame per being polled.  This data transmission may result in a collision at STA1,1.

There could be some other weird situations, which may lead to a collision even with the CF-RTS/CTS exchanges.  Note that the use of the new RTS/CTS mechanism during the CFP and the CFB are complementary solutions. 

4. Feedback system

The implementation of the feedback system may be an optional feature, although it is strongly recommend.  With this mechanism, the STAs send information about other overlapping STAs to its AP, which can decide when to use the CF-RTS/CTS, the size of the CFB or the polling sequence.  Furthermore, the same mechanism can be used to report information about errors, power levels… needed for the possible Link Adaptation or Power Control mechanisms.  The feedback system saves bandwidth and improves the performance of the network at the expense of more complexity.

To store information about overlapping STAs, the affected STAs need data structures, which shall be different for non-AP STAs and APs.  In case of non-AP STAs, we need to store maybe its MAC address, BSSID, and, in case it is supporting the CFP, information about when that overlapping STA transmitted a CF frame.  On the other hand, from the Aps, the STA should store almost all the information carried in the beacon.

Once the information is stored, the STA has to send it to its AP, using a new type of management frame.  The frequency of these feedback transmissions is beyond the scope of this paper.  This kind of transmissions should be considered of high priority, because the collisions due to overlapping can degrade considerably the QoS in the affected BSS (moreover if an AP is among the overlapping STAs). 

5. Suggested Behavior of EAP

This section describes the behavior that an EAP should follow in order to avoid the overlapping BSS problem after the start up of its BSS:

1. First of all, the EAP attempts to detect the existence of other BSSs in the area.  Also, the STAs recollect information about channel status and overlapping STAs, which is sent to the EAP.  Then, the EAP can decide to ‘jump’ to another physical channel or not.  How to detect the new channel and communicate the decision to the rest of the STAs is covered in [6].

2. The BSS will repeat step 1 until a suitable channel is detected.  Maybe this channel has another BSS working on it, and then the APs (the new one and the previous one) may use the techniques proposed in this paper to reduce the interference among both BSSs.

In function of the overlapping situation, the EAP can use one of the proposed solutions: (1) Contention Free Burst (CFB) technique, and (2) slightly modified RTS/CTS mechanism (totally backward compatible).  Mechanism (1) can be used always if both BSSs are ruled by EAPs, but better (to increase the performance) in situations where one of these EAPs is an overlapping STA, while mechanism (2) can be used only efficiently if among the overlapped STAs there is no AP present.
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� By the enhanced AP (EAP), we imply an AP which runs the upcoming 802.11e MAC.


� CF frames are all the frames transmitted exclusively during the CFP, like Data, CF-Poll, CF-ACK…
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