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Abstract

This proposal makes a number of suggestions to enhance the current PCF with 802.1(p) priorities, To-DS queue signaling and mechanisms that solve the PCF overlapping BSS problem. A novel contribution is the use of contention between PCs in overlapping BSSs and Contention Free Bursts. The hidden node problem in slightly overlapping BSSs is solved through the RTS/CTS mechanism.

Introduction

The IEEE 802.11 task group TGe is discussing enhancements to the current Media Access Control (MAC). This proposal is NWN’s input in this discussion. NWN is one of the few vendors that actually implement the PCF option as a standard part of their products. NWN’s experience with the PCF as a medium access mechanism is that it is a very efficient and versatile platform to build service on. The only real problem with the PCF is the overlapping BSS problem. In this proposal we make a number of suggestions to solve this problem through the introduction of Contention Free Bursts and the introduction of the RTS/CTS procedure as a part of the PCF medium access procedure. Furthermore, in the course of the implementation of various PCF based products, we discovered that a mechanism is missing to communicate To-DS queue state. The To-DS queue state of the associated station is a very valuable information source for making accurate polling decisions.

NWN has a strong focus on integration with IETF defined services. We believe that the influence of Internet driven services will increase even more over the next few years, whether it is in enterprise, small business or home/consumer environments. Therefore, designing a system with the IETF requirements in mind is one of our prime requirements. The IETF specifies how to implement their services over (802) LANs through the Integrated Services over Specific Link Layers group (ISSLL)
. The group defines how to use 802.1p priorities, to implement IETF QoS services, like voice over IP, video streams, FTP data transfers, etc… and how to do admission control. We believe that the least we have to do is implement these priorities to integrate with existing (switched) LANs and enable a standardized interface that is already supported through the implementation of IETF protocols on the dominant Operating Systems (Windows, Unix and Open Source based systems like Linux). However, the system we design should not be limited to this. We think that the enhancements should allow vendors to differentiate by implementing smart PCF implementation that improve the performance in the presence of interference, separate stations or flows if they think that that is required. The PCF approach as suggested in this proposal offers a definite advantage in this context; stations will automatically benefit from vendor specific improvements because they follow the (improved) control of the access point implementation.

NWN believes that the implementation complexity should be kept as low as possible. A complicated feature like supporting QoS does not necessarily require a complex solution. The suggestions to solve the known problems related to QoS and the PCF as a QoS platform as presented in this proposal use the existing mechanisms and have a strong focus on integration with existing solutions and backward compatibility. This proposal does not reinvent the wheel; instead we just make the wheel go round smoother.

DCF and PCF

The 802.11 MAC specifies two medium access mechanisms, the DCF and the PCF. The 802.11 MAC can switch dynamically between these two mechanisms and is as such a true hybrid access mechanism. One reason for the coexistence of the DCF and PCF is that they both have their strengths and weaknesses:

· The DCF works great under low load situations, the PCF works optimal under high load conditions.

· The DCF works better in networks were BSSs overlap, the PCF is ideally suited for networks were BSSs are carefully planned not to overlap.

· The DCF has a relatively low implementation complexity, the PCF is (said to be) complex to implement.

· The DCF does not allow explicit access control, the PCF does
.

· The DCF efficiency drops considerably in densely populated BSSs, the PCF has no scaling problem.

Due to the inability of the PCF to work under overlapping BSS conditions and the high implementation complexity, the PCF has not yet been widely adopted in current 802.11 implementations. The demand for better medium efficiency and a versatile QoS platform, however, increased interest in this optional access mechanism of the 802.11 MAC.

The hybrid nature of the 802.11 MAC has caused proposals to focus either on the DCF or the PCF. However, by only looking at the PCF and not considering the DCF, we are overlooking the fact that the 802.11 MAC always spends some time under the DCF access mechanism rules and that the DCF is also an integral part of a PCF based system. The system always has to spend at least a small part of its time under the DCF because:

· The CFP can only be sustained if the queues on the access point or stations are adequately backlogged.

· The PCF has the fundamental characteristic that you can’t access the medium unless you’re explicitly polled to do so. However, to be polled, you first have make yourself known to the Point Coordinator (for which you need medium access).

· Some regulatory domains do not allow constant medium occupancy by one device.

Depending on the ‘load of the medium’, the system spends more or less time in the CFP. It is clear that in a heavily loaded system, the system spends the larger part in the CFP while a mildly loaded system spends the larger part in the CP. The balance between the two access mechanisms is a function of the medium load. As a consequence, both access mechanisms must provide the same QoS capabilities. The transition between one access mechanism and the other must be a smooth one. This is especially a challenge in average loaded systems where the DCF efficiency is starting to breakdown while the PCF efficiency is not yet optimal. For the upper layer protocol (or application) the performance profile of the service should be linear over all medium conditions and this is something that should be considered when proposing a PCF based system. Therefore, when proposing PCF enhancements, one also to consider the interaction between the PCF and the DCF and the dynamics of the system as a whole under various medium load conditions.

This proposal focuses on the PCF because it combines the ability of full medium control with optimal medium efficiency, without suffering from scalability problems. In spite of the observations in the previous paragraphs, this proposal does not address any enhancements of the DCF; proposals that enhance the DCF with priorities, medium control or improved efficiency are welcomed.. This proposal, however, contains a new concept that will bridge the gap between the DCF and PCF and therefore does not necessarily have to address an enhancement of the DCF. It also solves (to a certain extend) the most prominent problem of the PCF: the overlapping BSS problem.

Requirements

The system presented in this proposal was designed with the following requirements in mind:

· Use 802.1p priorities,

· Use the 802.11 MAC PCF,

· Solve the overlapping BSS problem,

· Keep the interaction between DCF and PCF in mind.

· Keep backward-compatibility with ‘legacy’ devices,

· Use the currently existing frame formats,

· Don’t rely too heavily on new mechanisms.

· Keep implementation complexity low.

The 802.1p standard describes a number of priority levels. These priority levels are used by for example the IETF to define Integrated Services over Specific Link Layers (ISSLL) or to implement the IETF’s Differentiated Services. Defining the support of these priorities is already enough to enable the IETF’s definition of QoS and therefore enough to enable most of the QoS application and OS support currently available. This does not necessarily have to mean that vendor specific implementations should stop here. A good vendor differentiation would be to improve the perceived quality of the medium by applying vendor specific scheduling techniques, for example combined with channel prediction functions. This does not have to be standardized. In fact, it is not wise to standardize more than just the use of priorities since there are no standardized interfaces that can be used by upper level protocols or applications. Defining non-standard interfaces again will decrease acceptance by the industry and is therefore not desired.

The second requirement is evident; the PCF is a very useful platform for building QoS systems because of its ability to have full control of the medium combined with the high level of efficiency, providing that a solution can be found for the two sub-requirements. The PCF overlapping BSS problem must be solve in order to make the system feasible in certain ‘uncoordinated’ environments like for example the home environment or tradeshows. The need to address the second sub-requirement is addressed in the previous section.

The third requirement is an important requirement for the acceptance of the enhancements. The enhancements should not render ‘legacy equipment’ useless, because this will drastically decrease the acceptance by the industry. As a consequence we should stick to currently defined frame formats and should not introduce any new mechanisms that obstruct the integration of legacy devices. The use of the PCF already facilitates these requirements considerably. The PCF has the flexibility to coordinate the medium arbitrarily; typical QoS functions like priorities, delay control, etc… can be implemented without changing the actual access mechanism and often only needs an upgrade of the PCF in the access points (the stations will automatically adhere to the new coordination rules).

The last requirement states that the implementation complexity should be kept low. One of the advantages of a PCF based QoS system is that the implementation complexity is focused on the access points. The implementation complexity (and therefore the costs) of the stations is low because the access points do all the QoS decision-making and the stations simply obey to the coordination of the PC. The third requirement also helps in keeping the implementation complexity as low as possible; a system that schedules queues based on priorities is straightforward to implement and adheres to IETF defined services. And again; vendors may increase implementation complexity arbitrarily to create better performing systems; this does not necessarily have to be standardized.

PCF deficiencies and enhancements

PCF deficiencies

There are two issues that limit the use of the current PCF for QoS systems:

· Section 9.3.4 and specifically clause 9.3.4.1 of the IEEE 802.11 standard imposes strict rules upon the order in which stations are addressed or polled. This is undesirable in a QoS system.

· There is no mechanism (other than the More-Data bit) that allows a station to communicate its queue state(s) to the PC.

The entity in the PC that actually calculates the order in which stations are addressed is in literature often referred to as the ‘scheduler’. The rules for the handling of the polling list limit the freedom of the scheduler and may conflict with QoS requirements. The original intend to poll stations in order of ascending AID value is not clear from the standard and in fact the whole concept of a polling list may become obsolete due to the introduction of a mechanism for communicating To-DS queue state(s). Therefore, in this proposal we neglect the rules as defined in section 9.3.4.

In order to make accurate scheduling decisions, the scheduler in the PC needs to have knowledge about the queues in the associated stations. The More-Data bit is a Boolean that could be used for this but only allows communication of a truth-value on the queue state; for a good scheduler implementation this is not enough. Preferably, the scheduler needs to know the length and priority of the next frame in the queue of each station.

PCF enhancements

Apart from the removal of the clauses that define the polling list, the required enhancement of the PCF as defined by the current 802.11 standard is the addition of a To-DS queue state signaling mechanism. We propose to use the Duration/ID field for this purpose, which currently has the following definition:

	Bit 15
	Bit 14
	Bits 13-0
	Usage

	0
	0 – 32767
	Duration

	1
	0
	0
	Fixed value within frames transmitted during the CFP

	1
	0
	1 – 16383
	Reserved

	1
	1
	0
	Reserved

	1
	1
	1 – 2007
	AID in PS-Poll frames

	1
	1
	2008 – 16383
	Reserved


The values with bit 15 set are either reserved or for specific use in the PS-Poll frame (which is never transmitted during the PCF). Bits 14-0 are ideally suited to encode frame length and priority; bit 15 could be redefined as a differentiator between PCF and DCF
. By using the Duration/ID field, the MAC frame format does not have to be changed, an important prerequisite for backward compatibility. Note that we intend to use this field only for To-DS frames, for From-DS frames this field will be set to the CFP-reserved Duration/ID field value.

As on the matter of frame length, this must be expressed in medium time (duration of the transmission) instead of number of bits. The 802.11 MAC allows frames to be transmitted on a variety of bit-rates. Duration is a useful abstraction that provides more information to the scheduler than the frame length in bits. The preamble length (short or long preamble) the station intents to use for the transmission of the frame should also be included in this duration field; especially for smaller frames, this is a considerable part of the actual transmission (and may be useful for some schedulers to consider). The maximum value for this duration value is 8 * 2346 + 192 = 18960 μs (a maximum sized frame at 1 Mbps with a long preamble), which takes 15 bits to encode. If the duration of the next frame to be transmitted by the station would be enough, this duration would nicely fit into the space available for encoding To-DS queue state. However, in order to do accurate scheduling of 802.1p priorities, it is essential for the scheduler to have knowledge about the next frame’s priority as well. For this we need 3 additional bits. To encode this priority, we use the 3 least significant bits of the duration field. This leads to the following redefinition of the Duration/ID field:

	Bit 15
	Bit 14
	Bits 13-0
	Usage

	0
	0 – 32767
	DCF - Duration

	1
	0 – 32767
	CFP – For From-DS frames or for frames transmitted by legacy stations, this value is set to 0. For To-DS frames, the value is set to the duration and priority of the next frame. This is encoded as follows;

· The 3 least significant bits of the value contain the priority of the next frame,

· The 12 most significant bits contain the 12 most significant bits of a 15 bits value that signals the duration in μs of the next frame in the queue. The 15 bits value is rounded upwards before encoding and the 3 least significant bits are set to 0 upon decoding.

	1
	1
	1 – 2007
	AID in PS-Poll frames



The Duration/ID field is available in every Contention Free frame, which makes this signalling mechanism very efficient. A station can communicate To-DS queue information on either the Null frame in response to a CF-Poll frame, the CF-Ack[+CF-Data] frame in response on a CF-Null or CF-Data[+CF-Poll] frame or CF-Data[+CF-Ack] frame in response to a CF-Poll[+CF-Data] frame. The update of the scheduler with To-DS queue state information is automatically piggybacked on every frame transmission. If the scheduler thinks that it is lacking queue information, it can send a Null frame to explicitly inquire for the station’s To-DS queue state. In a system that uses this signaling mechanism, the polling list is more or less obsolete and only limits the freedom and flexibility of the scheduler.

Contention Free Bursts 

This section introduces the concept of Contention Free Bursts (CFBs). The CFB concept provides a solution to the following problems associated with the CFP and PCF:

· The CFP can only be sustained if the queues on the access point or stations are adequately backlogged. Average load conditions cause early termination of the CFP and forces the system to operate under the DCF.

· The PCF does not work very well when BSSs overlap.

The root of both problems is the fact that the CFP needs to be one uninterrupted burst of frame transmissions. The Contention Free Bursts concept solves this by breaking up the Contention Free Period in smaller Contention Free Bursts. This is useful for two reasons:

· It allows the PC to relinquish medium control to other BSSs in the same area.

· In the case of average loaded systems, the PC can temporarily give-up medium control (to possibly another BSS) and defer control until new frames are available for transmission.

A CFP that uses CFBs is structured as follows:

A CFP starts with the transmission of a Beacon. A SIFS after the Beacon, the first CFB is started. Within the CFB, the PCF transfer procedures apply as defined in section 9.3.3 of the IEEE 802.11 standard. CFBs have a maximum duration of CFBMaxDuration TU (Kμsec)
. The duration remaining in the CFB is encoded in the Duration/ID field of every From-DS frame sent by the PC. The new Duration/ID field is:

	Bit 15
	Bit 14
	Bits 13-0
	Usage

	0
	0 – 32767
	DCF - Duration

	1
	0 – 32767
	For To-DS frames transmitted by legacy stations, this value is set to 0.

For To-DS frames, the value is set to the duration and priority of the next frame. This is encoded as follows;

· The 3 least significant bits of the value contain the priority of the next frame,

· The 12 most significant bits contain the 12 most significant bits of a 15 bits value that signals the duration in μs of the next frame in the queue. The 15 bits value is rounded upwards before encoding and the 3 least significant bits are set to 0 upon decoding.

	1
	0 or 1
	0-16383
	For From-DS frames transmitted by the PC, the value as contained by bits 13-0 represents;

· The NAV for the current frame exchange if bit 14 is 0,

· The remaining duration in TUs of the current CFB if bit 14 is 1.

	1
	1
	1 – 2007
	AID in PS-Poll frames



The CFB may be foreshortened but never lasts longer than CFBMaxDuration. The end of a CFB is signaled through a duration of 0. 

Between two CFBs the PC performs a random backoff, selected from a range of 0 to CW-1 slots. The random backoff mechanism allows PCs to contend for the medium to start a new CFB. In the current definition of the CFP, all stations (including other access points) set their NAV based on the Duration Remaining field in the CF-Parameter set and reset the NAV upon receiving a CF-End. This prevents access points and stations from accessing the medium during observed medium idleness during the CFP (possibly caused by the transmission of a frame by a hidden node). For access points we propose to change this behavior to support overlapping BSSs. PCs may use the backoff mechanism to contend for the medium and start a CFP or continue their own CFP with a new CFB. In a sense the CFB concept works like a superimposed DCF over the PCF. PCs coordinate their bursts by using the backoff-mechanism, deferring and restarting the backoffs whenever a PC starts a CFB or ends the CFB. The CFBs are protected through the NAV-alike duration field in the redefined in Duration/ID field, CPs use the information as received in the ToDS frames from other CPs to update their CF-Nav and defer backoff and start of a new CFB.

The relation between the CFPs and CFBs of two BSSs is showed in the following picture:


Note that only PCs contend for medium control; stations (and legacy access points) do not attempt to access the medium during the periods of medium silence caused by the backoff periods because they adhere to the Contention Free Periods of (at least one of) the BSSs. A CFB is furthermore protected from interference of legacy implementations due to the SIFS/PIFS interframe spaces, and a Duration/ID field that is interpreted as a very long NAV.

So how does this compare to the mechanism specified in clause 9.3.3.2? The Contention Free Burst concept is a more generic concept to allow different PCs to jointly coordinate the medium without loosing the centralized coordination aspects so valuable for QoS. Clause 9.3.3.2, however, tries to resolve the case where different PCs happen to collide and resolve (possible undetected) collisions between PCs by introducing backoffs without the purpose (and the mechanisms) to truly coordinate joint usage of the medium.

The Contention Free Burst concept works well in situations where the PCs in the overlapping BSSs are well in range of each other, like the topology depicted below:


In this case, the access points receive each other’s CFBs and will jointly coordinate the medium without collisions. In the case where the BSSs overlap but PCs do not receive each other’s frames, CFBs from one BSS may interfere with CSBs of other BSSs through the stations that reside in between the PCs:

Here, a frame exchange from AP-1 to STA-1 may go undetected because of a CFB of AP-2 or the response of STA-1 may interfere with a frame exchange between AP-2 and STA-2. The solution to this problem is to use the RTS/CTS mechanism as already defined for the DCF. The RTS/CTS procedure may be used for any From-DS frame exchange to test the medium condition between an access point and a station and to propagate medium reservation from one PC to another
. The RTS/CTS control frames use the same medium reservation scheme as used during the DCF; the length of remaining frame exchange as defined in clause 9.2.5.4 of the IEEE 802.11 standard. Another PC can use the NAV in these frames to defer medium access. In the subsequent Data[+CFPoll] and CF-Ack frame, the Duration/ID field contains the remaining CFB length and upstream queue state information as defined before.

Summary and Recommendations

This proposal suggests a number of enhancements that allow integration with existing QoS solutions through the use of 802.1(p) priorities. The PC can use these priorities to schedule medium access. Second, a mechanism is suggested to facilitate the To-DS scheduling of the PC by informing the PC about the size of the scheduled To-DS frames. Simulations have shown that this mechanism works very well in the basic form, however they will have to be extended to include simulation of various priorities. Finally, the new concept of Contention Free Bursts is proposed, which solves the co-location of BSSs in an elegant and simple way. With the addition of the RTS/CTS procedure, we feel that the overlapping BSS problem solved in a satisfactory way. The soundness of the mechanism will be proved in simulations that will be presented in follow-up papers. Some details need to be worked out; it may be beneficial to extend the propagation of CFB duration to the edges of the BSS for purpose of CFB synchronization.

The overall complexity of the suggested improvements is low. The only change to the frame format is the redefinition of the Duration/ID field in the frame format. Legacy implementations easily integrate in the proposed solution, providing that the implementations are CF-conformant. A PC that implements the proposed enhanced PCF can already be implemented with the current MAC technology. Stations only need little enhancement and due to the strong focus on backward compatibility the legacy devices directly benefit from the enhancements as proposed. The proposed enhancements also directly apply to work going on in other standardization bodies (like the IETF) and implementation efforts by Microsoft and the Open Source community. Therefore we believe that the suggestions in this proposal are a valuable addition to the discussion in task group TGe of the IEEE 802.11 working group.
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� See draft-ietf-issll-is802-framework-07.txt, draft-ietf-issll-is802-sbm-10.txt, draft-ietf-issll-is802-svc-mapping-04.txt.


� In this context it is important to realize that the access point is just ‘one of the stations’ and only gets its fair share of the bandwidth. In a system were both the access point as well as all the clients are backlogged, the ‘from DS’ traffic does not get the share it should get from an architectural point of view. The PCF does not suffer from this anomaly since it distributes the shares arbitrarily.


� Most implementations already interpret this value as proposed. However, if the implementation does not recognize the encoding as a CFP value, bit 15 will ensure that the implementation interprets the Duration/ID field as a very long NAV that effectively causes the desired behavior (it will consider the medium busy). Furthermore, the CF conformance property of an 802.11 MAC prevents any station from transmitting even in the presence of non-standard Duration/ID field value.


� The old definition of the Duration/ID field for PS-Poll frames should be maintained for backward compatibility.


� If CFPMaxDuration equals CFBMaxDuration, the PCF operates as currently defined.


� The old definition of the Duration/ID field for PS-Poll frames can be maintained for backward compatibility. Preferably, the Duration/ID field should be interpreted differently depending on the frame type.


� In To-DS frame exchanges, a frame with the CF-Poll bit set always initiates the frame exchange. The frame exchange is either protected by a RTS/CTS or the single CF-Poll is already small enough to be expendable.
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