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Purpose
In AICN study item report, one major comment is on traffic amount contents.  

It is suggested to explain how we get the numbers. 

https://mentor.ieee.org/802.1/dcn/24/1-24-0028-04-ICne-aicn-report-draft.pdf

This contribution intents to introduce the 

method for calculating communication 

traffic in typical types of parallelism. 
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https://mentor.ieee.org/802.1/dcn/24/1-24-0028-04-ICne-aicn-report-draft.pdf
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Transformer Architecture Enables  GenAI
Each transformer layer has a MLP 
module and  Attention module.

Input Output

Transformer

Structure of Transformer-based encoder and decoder

encoder decoder

Source: Megatron-LM: 
Training Multi-Billion 
Parameter Language Models 
Using Model Parallelism

The number of Self-Attention 
parameters is about 4*h*h, 
covering weight matrices Wq, 
Wk, Wv, and Wo

The number of MLP parameters 
is about h*4h

The number of MLP parameters 
is about 4h*h
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Parallelism Policies Are Employed

Data Parallelism (DP)

AllReduce for gradients sync

Tensor Parallelism (TP)

2 AllReduce for Attention and 
2 AllReduce for MLP

f: backward
g: forward

Pipeline Parallelism (PP)

Send/receive p times ( p is the 
number of pipelines)
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Example of Traffic Amount Calculation 
GPT-3 example: 
• L=96(layer number), h=12288(hidden dimension),  b=1536(global batch size)，s=2048(sequence length) 
• T=8, P=8, D=16 ( totally 8*8*16=1024 GPUs)  
• AllReduce = reduce scatter + all gather， introduces 2 times traffic amount
• 2 bytes for each parameter

Collective 
communication

GPU Traffic amount/time Times/iteration GPU traffic 
amount/iteration

DP AllReduce
MLP 4h*h*2/T/D * 2(D-1) * 2byte = 540MB L/P=12 12*(540+270) = 

9.49GBAttention 4h*h/T/D *2(D-1) * 2byte = 270MB L/P=12

PP Send/Receive Transformer b/D * s * h * 2byte = 4.5GB 2 4.5*2 = 9GB

TP AllReduce

MLP b/D*s*h/T * 2(T-1) * 2byte = 7.875GB 2 * L/P =24

7.875*24*2= 378GB
Attention b/D*s*h/T * 2(T-1) * 2byte = 7.875GB

2 * L/P =24

Note：
• Pipeline optimization is not used
• Input layer and output layer is not included in the calculation



Thanks!
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