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Introduction
FFORAG2NRA )/2['1351 gAff 08 yzimiféhﬁed]\aﬂséﬁ\ﬁé iKSas YENJ AY 3 I-)/P NBY2OBSR

<<short intro and the more detailed background intro is sectionThis will be written near the
end>>

This paper ishe resultof the Data CenteNetworks work item{1] withintheL 999 ynu ab S 62 NJ
Enhancements for the Next D&R& ¢ L Yy Rdza (i NB / khglwi &sOléntlieay Bhe paisi A A ( &

an update toa previous reportlEEE 802 Nendica Report: The Lossless Network for Data Centers

published on August 17, 20182]. This update provides additional background on evolving use

casedn modern data centers and proposes solutionsyévadditionalproblems identified by this
paper.

Scope

The scope of this report includes

Purpose

The purpose of this report is ta

2

A new world with data everywhere

Bringing the data center to life

Digital transformations driving change both our personal and professional livé&/ork flows and
personal interactions arturning to digital processes andwutomatedtoolsthat are enabled by the

2 |EEE SA Industry connections Copyright © 2020 IEEE. All rights reser
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Cloud,Mobility, and the Internet of ThingsThelntelligence beimd the digital transformation is
Artificial Intelligence (Al). d¥a centes running Al applicationsith massive amounts of datare

recastng that datainto pertinent timely information, automated humarninteractions,and refined

decisionmaking The need to interact with thelata centerin reakttime is more importanthan

everA Y {2 Rl @ Q Zaugmentedl rBality; W& ognitioand contextual searchindemand
immediate results.Data center networks must deliver unprecedented levels of performancee,
and reliabilityto meet these reatime demands.

°
=]
..‘ ,,,,,,,,,,,,,,,,, s ® B9 N
g ; o @ {}rp B &@s@q
e =
@ - % L
‘ ORI I 7 e 0o Smnystan S
@%Cloud EAE H Gg ﬁ LI @0&
(=) ’Q s n- ® » [=10)
Sl vl &
’“1*(:0 E # e 9

Figure Ic Digital Transformatioin the Era of Al

Data centersn the cloud era focused oapplicationtransformationand the rapid deploymentof
services In the Akera, datacenters arghe source of information and algorithnfsr the reaktime
digital transformatiorof ourdigital lives.The combination of hi eed storage and Al distributed
computing render big data intdast data, access by humans, machines, and thingshigh
performance, large scale data center network without packet loss is critical to the smooth operation
of the digital transformation

For highperformance applications, such as Al, key measuresiédwork performance include
throughput, latency, and congestiormhroughput isdependent orthe total capacity of the network
for quickly transmitting a large amount of dataatencyrefers to the tdal delayen-the-network
when-performingn a transactioracross the data center netwarkVhen the traffidoadexceeds the
network capacity congestion occurs. Packet loss is a factor that seriously affetiihroughput
and latency Data loss im network may cause a serievents hat deteriorateperformance. For
example, an uppelayer application may need to retransmit lost data order to continue
Retransmissiongan increase load on the network, causing further packet lo$s. some
applications, delayed results are nggeful,and the ultimate results can be discardélaus wasting
resources.In othercasesthe delayed result ifusta small piece of the puzzbeing assembled by
the upperlayer applicatiorthat has now ber slowed downrto the speed of the slowesworker.
More seriously, when an application program does not support packet loss and cannot be restored
to continue, a complete failure or damagan becaused

3 IEEE SA Industry connections Copyright © 2020 IEEE. All rights reser
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i Cloud Autonomous Data ML
Service HPC Storage driving DifiEsEs analysis Application

A%E:;:j;gﬁzaTizg F!SII Data
Data . " nhl‘n,.‘n@"“ ) Machine

- Modeling — Artificial Smart
Prescription Ulhgence R
Scale

Resulls
et fleal=time

Performance
Provide media “ ' Provide algorithms
Data High-speed storage Al
Center Fast Data distributed storage Al distributed computing
HD - SSD - SCM CPU - GPU - Al chip
° Media access delay Computing speed {é}
shortened 100 folds improved 100 folds

¢2RIF2Qa RIGI OSy(dSHheSwildotf Sa (GKS RAIAGEE NBI
Currently, digital transformation of various industries is accelerating. According to analysis data,
64% of enterprises have become the explorers and practitioners of digital transformedibC

reference>>Among 2000 multinational companies, 67% of (fte®e made digitalization the core
of their corporate strategief3].
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A large amount of data will be generated during the digitalization prodessoming a corasset,

and enabling a—newthe emergence of Artificial Intelligencépplications—as—seen—in—Figure
Wapplications Huawei GIV predicts that the data volume will reach 180 ZB in Q2B owever,

data is notli K 8nd-ia-itselfé. Knowledge and wisdom extracted from data are eternal values.
However, the proportion of unstructured data (such as raw voice, video, and image data) increases
continuously, and wilkeach—oveaccount for95% of all datain the future. FhePerformance
innovations are aeded toextract the value from theaw data. At this scalehé current big data
analytics-method-mnalytic method arehelpless. If manual processing is used, the data volume will
be far greater than the processing capability of all human beings. The#thrapproachbased

on machine computing for deep learning can filter out massiveounts ofinvalid data and

TextAnalytics

Process large volume

automatically reorganize useful information, providing more efficient decisiaking suggestions
and smarter behavior guidance.
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Massive Data Unstructured Data Performance Innovations
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Al,
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LEARNING

Artificial Intelligence

A/B TESTING,

LEARN/OPTIMIZE EXPERIMENTATION,

SIMPLE ML ALGORITHMS Com p Uti n g
ANALYTICS, METRICS, L ——
AGGREGATE/LABEL SEGMENTS, AGGREGATES,
FEATURES, TRAINING DATA
EXPLORE/TRANSFORM CLEANING, ANOMALY DETECTION, PREP
Big Data
MOVE/STORE
COLLECT

. . oné i iaence

Cleudlhe doud data eenters-improvecenter architecture improvedthe performanceefthese

apphcations-Cloud-data-centers-are-designed-dod scaleand-actmore-like-a-service-support
centerThey-areapplicationcentric-and-use-thef applicationsin general Thecloud platformte
guickhydistributeallows rapid distribution of T resources Whileto create an applicatiomentric
servicemodel In the Al erathe applicationsare consuminainprecedented amounts of data and
the cloud data eenters-are—application—centrictheyarefounded—on-bigenter architecture is
augmentedwith necessarnperformanceinnovationsto handle the load. Seamlessly introdting
theseinnovationsalong with new Al applicatiorean be trickyin an existing cloudataas-shewn-in

Figure-3

enter.Unhderstandinchow to efficiently process data based
on the needs oflifferentAl applicationsis a key focus areabBata-centers-must-knrew-where-to
resersOrchestrating the flow of data betwedhe storagete-efficiently-transmitthe-data-to-thand

computingenginesesourcef the applicationsis a critical success factor.

3 Evolving data center requirements and
technology

Requirementsevolution
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Fake-Altraining-dfl applicationput pressure on the data center network. Considétrainingfor
selfdriving cars as an example, the deep learning algorithm relies heavily on massive sample data
and highperformance computing capabilitiesFrainindlhe training data collected iselese
teapproachingthe P level (1PB = 1024 TB) per day. If traditional hard disk storage and common
CPUsrewereused to process the data,titkescouldtakeat least one year to complete the training,
which is almest—impessiblelearly impractical. To improve Al data processing efficiency,
revolutionay changes areccurrinmeededin the storage and computing fieldshe-development
ef—lmgh—spee{For example storage—teehnebgy—w#l—help—useps—te—aeeess—the—eemem—more

torage
—S p:géormance needs to
|mprove by an order of magnitude to achleve more than 1 million input/output operations per
second (IOP$3].

Storage mediavelvehas evolved from HDDs to SSDs to meet réiate data access requirements,
reducing the medium latency by more than 100 timé&th-the-significantimprovement-ofsterage

rmedia—and—computing—ecapabilities—the—eurrefilithout similar improvements in network
eemmameaﬂenlatencybeeemesthese storaqelmprovemens are not realized angimply move

the bottlenecke B
Fherom the mediato communlcatlon IatencvW|th networked SSD driveshe communlcatlon
latency accounts for more than 60% of the total storagdend-to-end latency-thatis—+nere-than
halef. Thiscreates a scenario whethe time-efpreciousstorage media is idlenore than half of
the time. When you consider recent improvements in battorage media and Al computing
processorgogether, the communication latencyaccounts for more than 50% of the totaltency,

further hindering improvemersand wasting resource$]., [Formatted: Font: Bold

m—general—wmh—the—e\;eLHGen—eThe |mprovements ||$toragemed+aand computmge%eeessepg

mora a s aalaallla a
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support theAl computing model which is growing in scale acdmplexityis-expleding

Coanvalution Fully connected
A ~ A

1
i
N —
[
§
}

L | L I L ¥ ¥
LO {Input) L1 L2 L3 L4 F5 FG

512x512 256%256  128x128 64x64 32x32 {Output)
el

with the advent ofAl 2 g
based services.For example therear-ewere 7 Ex&LOPS and 60 million parametersthm
MiergsefiMicrosoftQ Resnetinof 2015. Fhe—pumbercameaidu used 20 ExaFLOPS and 300
million parameters wherBaidu-trainedraining their deep speech system in 2016. In 2017, the
Google NMT used 105 ExaFLOPS and 8.7 billion parafféteésisw characteristics of Abmputing
arerequiring anevolution of data center network.

Traditional data center services (webgeedatabase and file storage) are transactidrased and
the caleulatiorralculatedresults areoften deterministic. For such tasks, thereaiglittle correlation
or dependency betweena single ecaleulatiediransaction and the associated network

communicatiop—anrd—the The occurrencetime—and duration of theentire—caleulation—and
communicatiofraditional transactios are random. _Al computing however, is based—en
targedifferent. It is an optimization areproblem with iterative convergences-required in the
computing processahich Thiscauses high spatial correlatiégawithin the data sets anéomputing

process-ef-Al-serviecakorithms and temporallycreatessimilarcorrelatiors with communication
modesflows.

le and

#eatwes—mamly—lm;elve—medels—mpm computmq Works ombdata andwe\tght—parame{eps

Fo-selveonsequenthmustddivideandO 2 V |j theEigEDatgproblem-the. The computing model
and input datareed-te-beetsare large fere.qin a 100 MB node, the Al mod&lwith 10K rules
requires more than 4 TB memgpferwhich-3. Asingle server cannot provide enough storage

8 IEEE SA Industry connections Copyright © 2020 IEEE. All rights reser
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capacity-t-addition-becausand processing resources i@andlethe eemputing-time-reeds-to-be
sheﬁened—and—mereasmgly—eeneemrmblem sequentlallv Concurent Al computlng of

multipleand storageodesisarerequired
to shorten the processing tim@hedistributed Al computlng

1-20-0030-8506-ICne-pre-draft-dcn-

and storagerequirementhighlights the need for a fasefficient, and
lossless data center netwotkat has thefellewingflexibility to supporttwo distinct parallelmodes
of operatlon modelparallel computmq and datnarallel computmgp:nd—data—pa#aﬂel—eempuﬂn@

3 | F
c i
£ i S
S i 5
< i o
= HE S
~m w4
g P A
= s
S i 5
< s@
= N

Forparallel-data-computinllodel Parallel Computing

In model parallel computing, each node computes one part ofdkerallalgorithm. Each node
processes the same set of dakaut with a different portion of the algorithgresulting in an estimate
for adiffering set of parameters.The nodes exchange thastimatesto converge upon the best

Machine |
T Auiydeyy

Machine 3
P duiydely

Fiaure3 - Model parallel trainina

estimate forallthe data parameters.With model parallel computing, there is an initiistribution
of the common data set to distributed number of nodesfollowed by a collectiowf individual
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Commented [PC1]: A good summary of the differences
is:

6Data parallelismé and om
ways of distributing an algorithm. These are often used
in the context of machine learning algorithms that use
stochastic gradient descent to learn some model
parameters, which basically means that:
fThe algorithm is trying to estimate some
parameters from the given data.
fParameters are estimated by minimizing the
gradient against some loss function.
fAlgorithm iterates over data in small batches.
In the data-parallel approach:
fThe algorithm distributes the data between various
cores.
fEach core independently tries to estimate the same
parameter(s)
fCores then exchange their estimate(s) with each
other to come up with the right estimate for the
step.
In the mod el-parallel approach:
fThe algorithm sends the same data to all the cores.
fEach core is responsible for estimating different
parameter(s)
fiCores then exchange their estimate(s) with each
other to come up with the right estimate for all the
parameters.
Data-parallel approach is useful when there are smaller
number of nodes in the cluster and the number of
parameters to be estimated is small whereas mode}
parallel approach is useful in the opposite condition.
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parametes from eachof the participating nodesFigure3 shows how parameters of the overall
model may be distributed across computing nodes in a model panadide of operation.

Data Parallel Computing

In dataparallel computing each node loads the entire Al algorithm deb—Multiple-nedes—ean
calculate-the-same-modelat-the-same-tinbut onlyprocessegart of the input datas-nputto
eachnede.Each node is trying to estimate the same set of parameisiisg a different view of the
data When anode completes a round@le%%—ﬂ%m&#wdw%&agg#ega&a&pdated

: el ebally
u-pdated—da&a—Eaeh—we@lculatlors the parametersare weighted and aqqreqatdﬂjl a common
parameter server as seen in Figurd Beweighted parameter update requires that all nodes upload
and obtain the information synchronously.

No matter the development of distrilied storage or distributed Al training, data center network
comes to the communication pressure. The waiting time for GPU communication exceeds 50% of
the job completion timg8].

Parameter server W Wy AW

‘DDDDDDDQ
w / Jan w | IA. t \A.

res 120t 0.';‘;7
Model 0.0.0_0_0_0 158400 (53388
(333582 tiiiiiny X333 232)
copy ISBHHBD/ 1l @ HNESSLEEZ 1l || NHODD
Py 33388 38838 33388
oold&oto ' ERRRRRRY (XX R
Data *I 71
fragment ‘ m— —} L—"

Evolving technologies

Progress can be seemhen evolving requirements and evolving technologies harmonikiew
requirements often drive the development of new technologies and new technologies often enable
new use cases that lead fo/et againa new set of requirements Breakhroughs innetworked

10 IEEE SA Industry connections Copyright © 2020 IEEE. All rights reser
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storage, distributed computingystem architecture and network protocols aeabling theutility
of the next generation data center.

SSDs and NVMeoHRigh throughput low-latency network

In networked storage, a file is distributed to multiplstorage serves for 10 acceleration and
redundancy. When data centerapplicationreadsa file, it will concurrently access differeparts
of data from different servers, and the data will be aggregaté#nough adata centerswitch at
nearlythe same tine. When a data center application writes a file, the degm trigger a series of
storage transactions between distributed and redundant storage nodegjure85 shows an
example ofdata center communication triggered by the network&drage service mode

When an applicationi.¢. Gient in Figures5) requests to write a file, it will concurrently send data

to the object storage deviceQSD servers. There are twtypes of OSD servers, ortgpe is the
primary, and the othetype is the replica. Wherthe primary servers receive dathat need to be
saved, it will transmit the data tthe replica servers twice as backup (the orange arrowhead in
Figure85). After receivinghie data, the primary OSD server will send an ACK to client while the
replica servers will send ACK to the primary server (pink dash line in Blgur&ach OSD server
will then begin to commit the data to the storage medium. It takes a short period tneimmit

and store data. When the replica servers finish saving data, they will send commit notification to
primary server to notify that the writing task is complete. Once the primary server has received all
the commit information from all replica serverthe primary server will send a commit message to
client. The storage write process is not complete until the prlmary server has sent the final commit
message to the client v y here

© ciient Flprimary  [FlReplica  [C]Replica

——» Write
% Apply update
Ack
~-# Commit to disk
==+ Commit

— Time

==

The example highlights the importance thie network enablingboth high throughput and low
latencysimultaneously The bulk data being written to the primasforage server is transmitted
multiple times to the replicas. Thamall sizd acknowledgments athcommit messages musie
sequenced and ultimately delivered to the originating client before the transaction can complete
emphasizing the need for ultdaw latency.

Massive improvements in storage performance have been achiasele technology has elwved
from HDD to SDD tNVMe (NorVolatile Memory Express). Thegest storage media technology
NVMe hasdecreasediccess timdy a factor of 1000 ovearevious HDBechnology FigureS-shews
the-difference-rfSampleseektimetimes between thevarioustechnologiesnclude HDD = 25 ms

11 IEEE SA Industry connections Copyright © 2020 IEEE. All rights reser
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SATA SSD = 0.2,;asdNVMe SSD = 0.02 msShertetVhile sorter overall averagseek timesare
better, butthe performance ofdrives in each categoanstill vary[9].

WhenNVMeis-used-over-fabrics (NVMeoF) involves deployiNyMefor networked storagethe.
Themuch fasteraccesspeedof the mediumearresult ingreaternetwork bottleneckskigureld

Seck tme (milliseconds)

an A-.-A

Hacted harafo nerformance-of-distributed 1OREwited-byv-net

fasterstorage-technologieand the impact of network latency becomes more significant. Figure
116 showsthathow network latencyishas becomehe primary bottleneckawith networked SSD
storage, whereas network latency was negligible with networked HDD stotageking—td o
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maximizethe future w
IOPS performanoef the new medlumthe networklatency problem must be resolved flrst

R [Formatted: Indent: Left: 0"

HDD Total Latency SSD Total Latency

25%
Media Ialency
Network Iatency 0%

Fiaure6 c Endto-end latencv breakdown for HDD and SDD

FeAn analysis network latenciurthershow thatit ean-be-classified-inie a combination ofwo
distinct types of latencystatic latency and dynamic latenc8tatic latency includes serial data
latency, device forwarding latency, and optical/electritahsmission latency. This tyjé latency
is determined bythe capability of theferwarding-ehiswitchinghardware and the transmission
distanceof the data It usuallyhas-ds fixed speecificationand verypredictable FigurexX-says-thal

showsthe current industry measurements fstatic latencyisare generally atasnanosecond10-9
second)or sub—gicrosecond10-6) levelin-the-industry andaccountsiccountfor less than 1% of
the total end-to-end network delay.

Fhe-dynamiDynamiclatency greathyaffects—theplays a much greater role itotal endto-end

network perfermance—Fhe—dynamictatency—ratilelay andis greaterthan—99%—The—dynamic
lateney-includes-tha@reatly affected bythe conditions within the emmunication environment

Dynamic latencyis createdfrom delays introducedby internal queuinglateney-and packet
retransmissionateney, which arecaused by network congestion and packet loss. In the Al era,
traffic—conflictsbecomecongestion fromthe uniquetraffic patterns of high-speed stoage and
specialized\l computing nodedecomes more and more severe opetworkshe network. Packet
queuing erand packet losseften—eceurgan occur frequently causingthe end-to-end network
latencywithinto skyrocket to the level ub-seconds-Fhereforethelhe keyof-theto low-latency
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Static Latency
A
1ns/B(10G) snsim 500ns
Data serial latency + Optical/Electrical transmission latency + Device forwarding latency
+ Internal queuing latency + Packet retransmission latency

\

Milliscond-level Second-level
\ J

Y
Dynamic latency

Y
Total network latency

Figue X Total-Network-Latency

Mostexisting-network-solutionsfocus-onreducing-the staticlatency-causet thyo-end network
deviceforwarding-while-thdatency iso improvedynamiclatencycaused-by

The major component of dynamic latencyhie delayfrom packetioss-duringetransmissiorwhen
packes are dropped within thenetwork-cengestion. Packet loss latency is an order magdie
greater than gueuing delay arftasprovento have amere-severe impact on applicationsr-est

Endto-end Network Latency Breakdown

Dynamic Network Latency Static Network Latency
B Queuingatency (50> } I switchingatency (3> }
B Packet loss latency (5060} Transmissiotiatency (0.3> }

Figure7 ¢ NetworkLatency Breakdown

across
ws a typical
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Queuinglatency  Switchinglatency  Transmission latency
3m 0.3=

N

. Packet loss . Queuing
. Switching - Transmission

Latency caused by
packet loss: 5000~

Figure- Y Latency Breakdown

Packet loss occurs when switch buffers are ovelrecause of congestiofNOTE: we ignore packet
loss due lowprobability bit errors during transmission)There are two key types of congestion
within the network: in-network and incast. Imetwork congestion occurmsn switchto-switch links
within the network fabric wherthe links become overloaded, perhaps due to ineffective load
balancing.Incast congestion occurs at the edge of the netwwhHen many sources are sending to
a common destination at the same timél computing models inherentlyavea phasevhen data

is aggregted after aprocessingteration from whichincastcongestionmanyto-one)easilyoccurs.
Incast is a network traffic patholo@aused bynanyto-one communication patternthat can lead

to large packet lossind increased queuing delaylncastcan increase application latency and
decrease application throughput ta point well below thecharacteristics ofink bandwidth[10].
The problem especially affectd training where distributed processing cannot continue until all
parallel threads in a stage completecreasel application latencylegradeshe concurrency of the
networked storage systemvhich lowers the number of IOPS the entire solution.

GPUsUltra-low latency network forparallelcomputing
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Graphics Processing Units (GPUs). GPUs, originally invented to help render video games at

exceptional speeds, have fouradnew home in the dataenter. The GPU is processor with

thousands of cores capable of performing millions of mathematical operations in pardllél

learning algorithms perform complex statistical computatiarsl deal with a huge number of

matrix multiplication operations per seconglperfectly suited for a GRUHowever, to scale the Al

O2YLlziAy3 F NOKAGSOGdINE G2 YSSi GKS ySSRa 2% (2Rle&Qa ! L
the GPUs must be distributed and networked. This placesgsmt requirements on

communication volume and performance.

Facebook recently tested the distributed machine learning platform Caffe2, in which the latest
multi-GPU servers are used for parallel acceleration. In the test, computing tasks on eight servers
resulted in underutilized resources on the 100 Gbit/s Infami@ network. The presence of the
network and network contention reduced the performance of the solution to less than linear scale
[2211]. Consequently, network performance greatly restricts horizontal extension of the Al system

DRAM DRAM
Zero-Copy Memory Zero-Copy Memory

| |
PCl-e Switch / NVLink - FCl-e Swilcth\l"Linkl

Training Process Network Traffic Pattem

[ lelEE
Update model:
M:= M+DM
Download Upload 1= =
model M DM to PS [ [
Compute
updateDM |j |j

) |
GPUservers (workers) Parameter server (PS)

Incast

Dt !4 LINPPHARS YdzOK KAIKSNI YSY2NE o6FYVYRARGK GKIYy G2RIF&Q&
GPUs are nowommonly usedn highperformance computing because of their power efficiency

and hardware parallelism. Figu@llustrates the architecture of typal multtGPU nodes, each of

which consists of a host (CPUs) and several GPU devices connected-bysa/ilor NVLink. Each

GPU is able to directly access its local relatively large device memory, much smaller and faster

shared memory,andasmallgiS R NBI 2 F (KS K2 a-diopyneR&R. 5w! a> Ol ff SR

GPUs are inherently designed to work on parallel probleWéh Al applications, these problems
are iterative and require a synchronization stept creates network incast congestiorfziguret29
showshow incastcongestionoccurs withAl training. The training process is iterative and there are
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many parameters synchronizedn each iteration. The workers downlodlde model and upload
newly calculaedresults (n @) to aparametersersersatnearhserverduring a synchronization step
The uploading tdhe same-timeparameter server creates incasWhen the computing time is
improved by deploying faster GPUs, the pressure on the network and resulting incast increases.

The high-bandwidthcommunication betwer the worker nodesand lew-lateney—DCN-with—enly
physicaHinks-cannotmeetrequiremettie parameter serveconstitutes a collectionof large-scale
and-highhy-coneurrent- Al/HRPEbplicationsinterdependentnetwork flows In the iteration process
of distributed Al computinga—targe—ameunt—ofmany burst traffic isflows are generated to
distributed datato workers within milliseconds+r—addition—because—a—parameter—server—(PS)
architecture-is-used-to-updatefollowed by an incaseventof smaller sized flowdirectedat the
parameteraseightsserver wherthe |ntermed|ate parameters are dellvered and updat@uhrlnq the
exchangef the-new 2 asily
#e#med—m—tms—saSQMspacket Ioss congestlon and load |mbalarwe1 occur on the
network. As a result, thd-low Completion Time (FCT) of somwaof the flows istee-leng.
Distributed-Al-computingsisynehroneysrolonged If a few flows are delayedmnerestorage and
computingprecesses-are-affectedsourcecan be underutilizedConsequently, the completion time
of the entire application is delayedhis

Distributed Al computing is synchronquend it is desirable for the jobs to have a predictable
completion time. When there is no congestigrdynamic latencyacrossthe network is small
allowingthe average FCb be predictableandtherefor the performance of the entire application
ispredictable Whencongestion causes dynamic latency to incre@sthe point ofcausingpacket

loss FCT can be very unpredictablElows that completén a time that is much greater than the
averagecompletion contributesto what we-cal-thés known adail latency. Tail latency is the small
percentage of response times from a system, out of all of responses to the input/output (I/O)
requests it serves, that take the longest in comparison to the bulk of its respones. ifteducing

tail latencyas much as possibis veryextremelycritical to the success of parallel algorithnasd

the whole distributed computing systenfigureX-shews-howo maximize the use of GPUs in the

data center tail latencyinjures-the-whde-system-performanchould beaddressed
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RDRA

Over the years there have been periods of time wipenformance improvements CPUspeeds

and Ethernetlinks have eclipsed one anotherFigure 10 showthe historical performance gains
with Ethernetlink speels [13] and benchmarkmprovements forCPU performancgl4]. During
somehistoricalperiods the processing capabilitgf a traditional CPWvas more than enough to
handle the load oén Ethernet lik and thecost savings of a simplified network interface card (NIC)
along with theflexibility of handling the entire networking stack in softwaneas a cleabenefit.
During other periods, theamp in link speed from the next iteration of IEEE 802.3 standards was too
much for the processor to handle and a more expensive and confsteariNIC with specialized
hardwareoffloadsbecame necessary to utilize tigthernet link.As time goes oand theSmartNIC

RDMA:How itWorks

o
)
w
o
|
un)
=
o
L
=
RDMA over InfiniBand or
Ethemn
w } HCA HCA
e
% Buffer1
n
= TCP/IP
I
RACK 1
) . o : A

offloads mature some of them become standaahd included in the base featureswhat isnow
considereda common NIC. This phenomenon was segth the adventof the TCP Offload Engine
(TOEWhichsupporied TCP checksum offloading, large segtrgending and receive side scaling.

LY (2RIFI&80Q& ¢62NI R> {KS NBvhileB#ernel Inidsgeds 2ofitinue oS Q a
Thelatest iteration of EEE 802.8tandardsis achieving 400 Gbp€ouple thidivergence with the

added complexity of software-defined networking,virtualization, storage, message passing and
securityprotocols inthe modern data centerand there is a strong argument that the SmartNIC
architecture ishereto stay. So, what exactly ia data center SmartNl@day?

Figure 11 shows a data center server architectoobuding a SmartNIC. The Smarthiiludes all

the typical NIC functions, but also includes key offloads to help accelerate applications running on
the server CPlAnd GPU The SmartNIC does naéeplace the CPU or th6&PU butrather
complements themwith networkingoffloads Some of the key offloads includértual machine
interface support, flexible match-action processingf packets overlay tunnel termination and
origination, encryption, traffic metering shaping and peflow statistics Additionally, SmartNICs
often include entire protocol offloadsand direct data placemerib support RDMA and NVMea-

storage interfaces.
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Server Architecture

SmartNIC/IPU

r ]
CPU/
FPGA

Run applications

Accelerate applications
Secure the host
Complement host

Figurell ¢ Server Architecture with SmartNIC

One new critical component af 2 R |

e Qa

{ YI NI b L/ Acdit&ism_ NSANICE Y |

the past was their inability to keepacewith the rapidly changingetworking environment. The

earlycloud data center environments favored using the @®Uunost networkingunctionsbecause

the required feature set for the NIC wasysolving faster than the development cycle of the

oAt AGE D

K NRg I NB o ¢ shewlevierthdve dnpeNdndflexibie programming environment. They

are essentially a computer in front of the computeith an open source development environment

based on Linwand other softwaredefined networking toolssuch as Open vSwitdi5]. It is

essential that SmartNICs integraseanlesslyinto the open source ecosystem tenable rapid

feature developmentind leverage

SmartNICsn the data centeiincrease the overall utilizatioand loadon the network. They can

exacerbatethe effects ofcongestion by fully and rapidlaturating a network link.At the same

time, they can respond quickly to congestion signals from the netimridleviate intermittent

impactand avoid packet loss. The programmability of the SmartNIC allows it to adagio

protocolsthat can coordinate with the network to avoid conditions such as incast.

RDMA

RDMA (Remote Direct Memory Access) is a new technology designed to solve the problem of server
side data processing latency in network applications, which trassflata directly from one
computer's memory to another without the intervention of both operating systems. This allows for
high bandwidth, low latency network communication and is particularly suitable for use in massively
parallel computer environmentsBy—transérring—telegramsRIMA allows the transfer of data
directly into the storage space éfie-etheranother computerthreugh-the-network—data—can-be
quickhtransferred-from-one-system-to-the-storage-space-of-anethersysartucing or eliminating
the need for multiple copies dfie datatelegramsduring transmissiopthus—freeing This freeaup
memory bandwidth and CPU cycleseto greatlyimprovingmprove system performancekigure
EL2 shows theprinsipleprinciples of the RDMA protocal Thee are three differentransportsfor
the RDMAprotocol: Infiniband, iWarp and RoCEv1/RoCEv2
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Fiaurel2 - Workina principle of RDMA

In 2000, thelBFA-InfiniBand Trade AssociatidiBTA released thefirstinitial support forRDMA
technology Infiniband, which is &ustamizednetwork technologycustomizedfor RDMAmu-

layered—new-design-from-titleroughaspecifichardwareperspectivelesignto ensure the reliability
of data transmission.Fhe-InfiniBand technology—usesllows RDMA technology-to previde

directdirectly read and writeaccess-tthe memory ofremote nodes REBMA-usednfiBand-as-the
transportlayerin-its—early-days—so-itmust-use-tnfiniBdmiband isa unigue network solution
requiring specific Infinibandswitches and hfiriBan—networkInfiniband interface cards—te

implement
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iWarp

‘ Upper Layer Protocols / Applications ‘

RDMA API (VERBSs) Standards & SW
InfiniBand InfiniBand InfiniBand WARP . OFA
Transport Transport Transport
Protocd
Protocol Protocol Protocol . IETE
InfiniBand InfiniBand . IBTA
Network Layer Network Layer . IEEE 802

tnternetwide-aredAn RDMA protocalalse-knrewn-asBMAthat runsover TCRretoesk-s, allowing
it to traversethe lEEHhAternet and wide areahas beendefined by thelETFpropesed-RBMA
technology—t—uses-the-TCP protocelto-hast is kmwn as iWarp. In addition tothe RBMA
protocel—TFhiswide area, iWarp alsallows RDMA tdae—u—sed—umn overa standard Ethernet
environment{switch)}-and-thretwork ea
PMARRNd within a data center. While iWarpcan be |mplemented in softwar@ut—ths—takes
awayto obtain the desiredperformanceadvantageof RDMA specialiWarp enabled NIC cam@te
used

RoCE (RDMA over Converged Ethernet)

In April 2010, the IBTA releasé¢de RoCEvispecification which was—released—as—an—adsh
teaugmentshe Infiniband Architecture Specificatigre-it-is-alse-knewn-astBowith the capability
of supporing InfiniBand over Etherngt (IBoB. The ReCRoCE1l standard replaces—the
FCPABpecifies annfinibandnetwork layeraith-an-B-retworktayelirectly on top of the Ethernet
link Iayerand Consequentlvthe RoCEv1l speuﬂcatmlmes not support IP routlng:he—Ethemet
y ‘ :: ed to
rep;esetheaddress—s—eeweﬁed—@—an—E&@meFMAGAMBmlnﬂmband relles ona
lossless physicaransport, and-ReCE—relies-thre RoCE1 specification dependsn a lossless
Ethernettransporenvironment

RoCEv2

replacing
are routable
hown in
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‘ Upper Layer Protocols / Applications

RDMA API (VERBSs) Standards & SW
InfiniBand InfiniBand InfiniBand WARP B o
Transport Transport Transport
Protocd

Protocol Protocol Protocol . IETE

» » B smn
InfiniBand InfiniBand

Network Layer Network Layer “ . IEEE 802

InflnlBand Ethernet Ethernet Ethernet
LinkLaye

Figurel3 ¢ RDMA protocol stacks and standards

ReCE—technology—can—be—implemented—througiMadern data centers tendto use layer3
technologiesto supportlargescaleand greater traffic control.The RoCEvé&pecificationrequired
an endto-end layer2 Ethernettransport and did nobperate effectively in aayer3 network. In
2014 the IBTApublished RoCE2, which extenéd RoCEv1 by replacirthe Infiniband Global
Routing Heade(GRH with an IP_ andJDP headerNow that RoCE is routabieis easily inegrated
into the preferred data center environmentHowever, to obtain the desired RDMA performance
the RoCE protocol is offloaded to special netwiotkrfacecards. These network cards implement
the entire ROCEV2 protocahcluding the UDP stack, agestion control and anyetransmission
mechanisms. While UDP is lighter weighttAi€ P, the additional support requiredritake RoOCEv2
reliable adds complication to the netwokard implementation. ROCEv2 still depends upon the
Infiniband TransporProtocol,which was designed to operate in a losslegsmibandenvironment,
so RoCEV2 still benefits from a lossless Ethernet environment.
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Tablel ¢ Comparison ofRDMA Mtwork Technologies

Flgure 13 shows thmos commonEthemepswneh—buHhe—seweuleeds%—s&ppemReGEnetwork
: , but

MDMMrotoco%@W&%@W@h&m
once-there-is—a—packetloss—mustrely-on-the-upperlafacks and their associated standards

bodles Table lcompares the detaﬂef&he—app%aﬂen—ﬁe&nd—a%hen—de—m&ransmss@n%ch

e—effect of
ing-packets.

RoCE if
empromised

different implementations. RDMA is more and more widely usedmarketespecialyin-OTT
companies—Fhere-have-betm supporthigh-speed storage Al and Machine Learning applications

in large scale cloud data centerEhereare real world examples déns of thousands of servers
suppertingunning RDMA-carrying-our—databases;—cloud-storage—data—analysis-systems—HPC and
machinelearning-apphieations.in production. Applications have reported impresspgformance
improvements by adopting RDMA3L16]. For instance, distributed machine learning training has
been accelerated by 100+ times compared with the TCP/IP version, and the I/O speeebas8&D
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cloud storage has been boosted by about 50 times compared to the T@&#®Rn. These
improvements majorly stem from the hardware offloading characteristic of RDMA.

| KIFfftSy3asSa gAGK G2RI&Q

Highbanrdwidththroughput and low latency tradeoff

Simultaneously achievinbgoth low latency and higlthroughput in a largescaledata centeris

difficult. To achieve lovatencyi,it is necessarto allow flows tobegin transferring at line raterhile
at the same time maintaing near empty switch queues.Aggressively starting flows at line rate
will allow them to consume all available network bandwiditstantly and can lead textreme
congestionat _convergence points in_the netwark Deep svitch buffers absorbtemporary
congestiorto avoid packet losbut delay the delivery of latency sensitive packdtsing a low ECN
marking threshold camelp slow aggressive flowand keep switch queudevels empty but this

100 100

10

Kmin=400,Kmax=1600 —
Kmin=100,Kmax=400 —
L Kmin=12,Kmax=50 —
Q
SRt St gt
Flow size (Byte) Flow size (Byte)
(b) 50% network load.

Kmin=400,Kmax=1600 ——
Kmin=100Kmax=400 ——

Kmin=12,Kmax=50 ——
PR Wi b i Lt Tl N TN | I

L
S O

Slow down

v

(a) 30% network load.

using

reduces throughput. High throughptiows benefit from larger switch queues and higher ECN
marking threshold& orderto notoverreactto temporary congestioand slow down unnecessarily.
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Experimentation shows the tradeoff still exists after varying algorithms, parameters, traffic patterns

and link load41316].. Figurex-appreximately4 from [16] showsthe-issuettshows-thBow flow
completion times FCTslewdown-with are extended beyondhe theoretical minimum FCT when

usingdifferent ECN marking thresholds (Kmin, Krpax switches andising @ RDMAWebSearch
applicationasthe input trafficloads—FigureXa-shows-thatwhen-welogd. Lower values for Kmin

and Kmaxvill cause ECN markings to occur more quiekigforceaflow to slow down.As seen in

the figure, when usinglow ECN thresholds, small flomghich are latencysensitive have lower

slowdown inFCT, while big flows which argicallybandwidthseasitivunagrysuffer from larger

FCTElowdown The trend is more obvious when the network load is higher (Figetté-b when the

100 100
i N _ /S
3 2 —
) 7"-% 2 1o
/.
_g = Kmin=400,Kmax=1600 —— 3 Kmin=400,Kmax= 1600 —
“ Kmin=100Kmax=400 — v Kmin=100,Kmax=400 —
| ., , Kmin=12Kmax=50 —— | ., Kmin=12Kmax=50 ——
N Q
S SR RS st \e\,gn,e;;,e
Flow size (Byte) Flow size (By‘te}
(a) 30% network load. (b) 50% network load.

Figurel4 ¢ FCT slowdown distribution with different ECN thresholds, using WebSearct

average link load is 50%).
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Deadlack free lossless network

RDMA advantagesver TCRncludelow latency, high throughput, and low CPU usadewever,
unlike TCP, RDMA needs a lossless network; i.e. thesgshouldbe no packet loss due to buffer
overflow at the switche§2417]. The RoCE protocalbasedunson top of UDPardwith a geback
N retransmission strategthat severely impacts performance if invoked. As such, Re@lires
Priority-based Flow Control (IEEE Std 8022DQ8, Clause 3@-518])- to ensure that no packet loss
occursm the entire-data centernetwork. Packettessin-thenetwork-severelyaffestthe ReCE

Fgure X—thel5 showhow RoCEtserwce throughput decreases [Commented [PC2]: Where is this figure from? ]
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rapidly withanincreasen the packetloss rate AsLoosing alittle asone theusandth-of packetlost
inthe-netweorkin one thousandackes decreases RoCGEerviceperformance byroughly30%.
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Priority-based Flow Control (PF@jevents packet loss due tduffer overflow by pausing the
upstream sendinglevicewhen the receiving devicénput buffer occupancy exceeds a specified
threshold. While this provides the necessary lossless environment for RbEfe, are problems
with the largescale use of PFOnesuch problem is theossibility ofa PFC deadlock.

Deadlocks in lossless netwonlising backpressuriiow controlsuch as PFave been studiedor
manyyears[19, 20, 21] A PFC deadloakccurs when there is ayclic buffer dependency (CBD)
among switches in the data center netwbrli’he CBDs created wherbuffers ina sequence of
switchesare waiting onbuffers in other switcles of the sequenceto have capacity befora
dependent switcttantransmit a packet If the switches involved in the CBD arging PFC and are
physically connected in a loop, a PFC deadlock can oRiIKA fows in the data center network
are distributed acrossnultiple equal cost pathdo achieve the highest possible throughput and
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Commented [PC3]: We should include a number of
references that desbe the issue at this point.

Commented [PC4R3]: x Tagger: Practical PFC
Deadlock Prevention in Data Center Networks

x David Lee Paper and other related references to
deadlocks





























































