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Introduction
Communication used in factories has until now been mainly wired communication, which has been preferred for its reliability. However, in recent years the shorter times of product development cycles demands greater flexibility in the layout of machines and sequence of processes, and there are increasing expectations for the use of radio links amongst of the sensors and machines used in the manufacturing and factory processes.

When considering the network evolution within factories, consideration should take into account legacy manufacturing machine that are in service for many decades.

Within factory installations, for the purpose of monitoring operations and preventive maintenance sensors are be attached to machines. According to the survey by Japan's Ministry of Economy, Trade and Industry, lifetime of production machines is generally long and about 10.9% of them have been used for more than 30 years as shown in Figure 1. There may be many old machines, with sensors attached after installation.

![Figure 1 Share of production machines by age](http://www.soumu.go.jp/main_content/000469037.pdf)

This report is developed under the IEEE 802 Network Enhancements for Next Decade Industry Connections Activity (NEND-ICA). It addresses the integration and bridged wired and wireless IoT communications in the factory environment considering its foreseen evolution that include dense radio devices utilization. The report includes use cases and requirements within the factory wireless environment. It presents problems and challenges observed within the factory and

---

reports on feasibility of some possible solutions for overcoming these issues. Areas that may benefit from standardization are highlighted.

The report then presents an underlying End to End network architecture which encompasses the operation and control of the various services in the factory network according to their dynamic QoS requirements. It analyses the applicable standards and features in wired and wireless IEEE 802 technologies to achieve the requirements in End-to-End (E2E) network connectivity for integrated wired and wireless connectivity in factory environment.

**Scope**

The scope of this report is to capture current and future network requirements taking into consideration dense use of radio devices and its operation in factory environment. The report presents analysis of issues and challenges identified in maintaining reliable and time sensitive/constraint deliverable of control messages and data traffic across wired and wireless bridged network within the identified factory environment. Also to present analysis of applicable standards and features in wired and wireless IEEE802 technologies for managing requirements in E2E network connectivity.

**Purpose**

The purpose of this report is to present an overview of issues and challenges in managing a reliable and time sensitive connectivity in E2E wired and wireless network characterized by dense radio devices installation and noisy factory environment. The report will also present technical analyses of the desired features and functions in wired and wireless IEEE802 technologies for managing requirements in E2E network connectivity which can be used in an IEEE 802 standard solution based on time critical requirements for integrated wired and wireless connectivity within the factory environment.

**Definitions**

**Factory Overview and Operation environment**

**Factory communication network environment**

Recent trends to introduce IoT devices, such as sensors and cameras in the factories are accelerated by strong demand for improving productivity under the constraints of reduced workers in aging population society and pressure for cost reduction. Digitalization of the factories
as well as connection of information on production process and supply chain management within a factory and across factories becomes important. It is no doubt that commutation networks will be changing in factories for the next decade.

There are several system applications, e.g., preventive maintenance, management of materials and products, monitoring of movements and machine monitors which are integrated in the network. Future industrial network for a factory may consist of wired and wireless bridges for the aforementioned systems. The successful integration of wired and wireless systems is indispensable and more efforts will be required for wireless communication because of its limited and shared radio resources and the sensitive nature of the environment in which it will operate in. A [layered or hierarchal] network architecture is required in order to configure, coordinate radio technologies coexistence and manage the end to end flows and streams as illustrated in the following Figure 2.

![Figure 2 Example of Network Topology in Factory Environment](image)

Replace in figure “application A/B” with “application server A/B”.

End-to-End (E2E) network topology for a factory today is configured by combination of wired LAN, such as 802.3, IEEE802-based and non-IEEE802 wireless technologies.

In order for factory IoT system to work well, a higher layer End to End coordination system is needed to configure, manage, and control data frames/streams that are transported in a mix of different technologies with varying QoS performance and attributes.

Traditionally, wireless communications have not been popular in the manufacturing field. There are still many stand-alone machines managed manually by skilled workers. Advanced factories, on the other hand, have been using communication networks called fieldbus - a type of wireline network. One of the reasons wireless commutations have not been used extensively in factories is because there are doubts about their stability and reliability. Technology developments as well
as standardization are keys to success for wireless utilization. If these efforts are proven successful, wireless use for IoT connectivity in factory will increase resulting in more flexibility in the manufacturing process and improved productivity within the factory environment.

One of the main considerations within the factory network is the need for the provisioning of QoS for large number of M2M type of data generated from many sensors at the same time with different priority-classes. These data types are periodic in nature and have relatively short packet size.

When the factory network is extended over radio, some incompatibility in QoS provisioning between wired and wireless segments become apparent. The first is due to dynamic variations in the available bandwidth (capacity and throughput) over the radio segment as results of the non-deterministic noise/interference, distortions and fading. These dynamic variations cause congestion not just because overloading of the data streams but also because of the wireless link quality deterioration. Under such conditions, the existing IEEE 802 protocols may not function properly.

Therefore, for the successful factory automation with high degree of flexibility, dynamic management and control of end-to-end streams across mixed wired and wireless links required some kind of End-to-End coordination is necessary as illustrated in Figure 2 above.

Impact of applying QoS and Time Synchronizations functions and protocols to heterogeneous factory network with mixed wired and wireless links in factory network is further analyzed in section “Factory End to End Network Architecture” with potential and possible solutions discussed. But first, details of the environment and cause of impairments and distortions to radio signals within the factory environment are presented below.

**Coordination System for Factory Automation**

A “Brownfield” factory is where various facilities and equipment with different standards, of different generations, and by different vendors, coexist in the same sites. Situation of wireless systems implemented in the factory is the same and thus, networks must accommodate various wireless interfaces. IEC already produced coexistence guidelines for manually configuring wireless systems and network for co-existence [1][2]. In order to overcome severe environment for wireless communications (See “Radio Environment within Factory” below). It is expected to apply coordination mechanism, rather than configuration of network elements for co-existence. The same concept is also discussed in IEC [3].

**Radio Environment within Factories**

It is true that wireless communications are not always difficult everywhere in factories. However, we have to consider that some applications require high-reliable, low-latency and low-jitter data transmission compared with other application in other places like offices and homes in general. Furthermore, the measurement results have revealed that some factories are facing difficulties coming from (a) severe environment for wireless communications, and/or (b) existence of uncoordinated and independent systems in the same space.
(a) The Severe Environment for Wireless Communications

There are two sources of impairment to radio signal within the factory environment that cause unpredictable variations to channel capacity, namely:

1. Fluctuation of signal strength
2. Noises

As follows are examples of such impairments observed within the factory environment.

Example of Fluctuation of signal Strength:

The layout of the environment for which measurements are made is shown in the Figure 3 below. Master and slave transceivers were located in LOS condition and there was no blockage during measurement.

![Figure 3 Layout in factory for which measurement of RSSI is recorded](image)

The observed RSSI measurement in LOS condition is shown in Figure 4 below.

![Figure 4 RSSI Fluctuation in Factory (LOS)](image)

This fluctuation in RSSI is due to motions of materials, parts, products and carriers in closed space.

Example of Noises:
While carrying radio measurement within the factory environment strong noise signals were observed within the 1.9 GHz band and the 2.4 GHz band. These are shown in Figure 5.

![Figure 5 Measured noise spectral density within (a) 1.9 GHz band and (b) 2.4 GHz band](image)

(a) 1.9 GHz band  
(b) 2.4 GHz band

In the 1.9 GHz band, the noise appears to cause problems for the communication with particular machines as well as problem for using the 1.9GHz band for internal telephone system.

The source of these noises is attributed to some kinds of manufacturing machines that are causing interference for wireless communications.

(b) Uncoordinated and Independent Systems

This issue within the factory environment is attributed to the progressive nature which leads to stepped approach of addition and installation of machines and equipment in the factory and due to coexistence of heterogeneous and legacy devices/systems used within the factory.
An example of using wireless technology in the factory is shown in Figure 6.

**Figure 6** video monitor application as an example of using wireless technology

In this example it illustrates an application in which the data flow across the wired network and bridged across to the wireless domain. In this application there are QoS requirements and latency constraints for both the video signal and the control signal. Potential problem is a bottleneck for which delay or uncoordinated signal flow may occur due to disturbance and/or degradation in the radio signal.

When considering the coexistence of uncoordinated wireless systems, we observe the problem of interference between the legacy wireless communications used by some machinery in the factory with the new systems using Wi-Fi. The overlapping of signal causing potential interference is illustrated in Figure 7.
Some of the problems observed relate to the packet delivery delay. Figure 8 shows packet loss and packet delivery delay with different interference levels. The packet latency increased from 8ms in case of no interference to around 2 seconds in the presence of interference due to lack of coordination amongst the used wireless systems used in the factory.

Figure 8 Impact of interference on latency in uncoordinated wireless systems
In this document, wireless applications and communication requirements are described. The subsequent sections understand what shall be improved and enhanced for successful integrated wired and wireless systems.

**Wireless applications and communication requirements**

**Scope of wireless applications in factory**

The wireless applications considered in this clause illustrate the use of wireless systems that are currently used or will be used soon - in factories and factory-related facilities. The applications correspond to wireless systems that are installed for specific purposes.

For example, wireless systems shown in Figure 9, there are individual systems (within the dotted lines) introduced for specific purposes such as “Collecting Management Information”, and a wireless network consisting of multiple such wireless systems and transmitting information aggregated by them. In this case, each individual system corresponds to a wireless application and described in following sub sections, but not the whole wireless network. That is, each wireless segment is considered as a separate application.

Section “Factory Usage Scenario” considers actual factory sites with large needs for wireless communication and describes usage scenarios where multiple wireless applications coexist.

![Figure 9 Scope of wireless applications in factory](image)

**Wireless applications**

In our usage survey of wireless communication in factories, we collected characteristics of various applications. We classified them according to their purposes, and organized their communication requirements. List of collected wireless applications are shown in Table 1. They were divided into six categories (equipment control, quality supervision, resource management, display, Human safety, and others) and then subdivided into thirteen classifications according to their corresponding purposes.
Table 1 Wireless applications

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
<th>Classification according to the purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equipment Control</td>
<td>sending commands to mobile vehicles, production equipment</td>
<td>(1) Controlling, operating and commanding of production equipment, auxiliary equipment</td>
</tr>
<tr>
<td>Quality Supervision</td>
<td>collecting information related to products and states of machines during production</td>
<td>(2) Checking that products are being produced with correct precision</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3) Checking that production is proceeding with correct procedure and status</td>
</tr>
<tr>
<td>Factory Resource Management</td>
<td>collecting information about whether production is proceeding under proper environmental conditions, and whether personnel and things contributing to productivity enhancement are being managed appropriately</td>
<td>(4) Checking that the production environment is being appropriately managed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(5) Monitoring movement of people and things</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(6) Checking the management status of equipment and materials (stock)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(7) Checking that the production equipment is being maintained</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(8) Appropriate recording of work and production status</td>
</tr>
<tr>
<td>Display</td>
<td>For workers, receiving necessary support information, for managers, monitoring the production process and production status</td>
<td>(9) Providing appropriate work support</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10) Visually display whether the process is proceeding without congestion or delay</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(11) Visually display the production status</td>
</tr>
<tr>
<td>Human Safety</td>
<td>collecting information about dangers to workers</td>
<td>(12) Ensuring the safety of workers</td>
</tr>
<tr>
<td>Other</td>
<td>Communication infrastructure with non-specific purposes</td>
<td>(13) Cases other than the above</td>
</tr>
</tbody>
</table>

Communication requirements
Figure 10 shows representative wireless applications and their features of wireless communication. Values of data size, data generation rate, number of wireless nodes, and so forth are different for different systems in factories, and according to the required functions of the systems. They use different wireless frequency bands and wireless standards. High frequency bands such as 60 GHz band are expected to be effective for systems with relatively large data volume requirements (image inspection equipment, etc.). 5 GHz band and 2.4 GHz band are being used for systems with medium requirements of data sizes and data generation rate, such as distributing control programs and control of mobile equipment. Relatively low wireless frequency

² Physical objects such as materials and equipment related to production are called “things”
bands such as 920 MHz band are being used for applications with low power requirements (such as environmental sensing).

Figure 10 shows the permissible delay for representative wireless applications. There are wireless applications, such as robot control and urgent announcements, for which the urgency and accuracy of information arrival timing requires less than one millisecond latency. On the other hand, particularly in the categories of quality (inline inspection, etc.) and management (preventive maintenance, etc.), there are many wireless applications that tolerate latencies larger than hundred milliseconds.
Details of wireless application and communication requirements

Communication requirements for the thirteen classifications of wireless applications are organized in Table 2 to 14. Each table contains further detailed purpose of the wireless application, corresponding information, and the communication requirements of transmitted data size, communication rate, delivery time tolerance, and Node density\(^3\). These attributes are based on observation for a number of samples within the factories surveyed.

Table 2 List of wireless applications and communication requirements for equipment control

<table>
<thead>
<tr>
<th>No.</th>
<th>Wireless application</th>
<th>Communication requirements</th>
<th>Delivery Time Tolerance</th>
<th>Node density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Purpose</td>
<td>Corresponding Information</td>
<td>Transmit Data Size (bytes)</td>
<td>Communicatio n Rate</td>
</tr>
<tr>
<td>1</td>
<td>control of liquid injection</td>
<td>water volume</td>
<td>64</td>
<td>once per 1 min.</td>
</tr>
<tr>
<td>2</td>
<td>operation of conveyor control switch</td>
<td>PLC</td>
<td>16</td>
<td>5 per day</td>
</tr>
</tbody>
</table>

\(^3\) Node density : number of terminals per 20m x 20m. This area dimension is based on the structure in a typical factory in which pillar are separated by 20m.
Table 3 List of wireless applications and communication requirements for Quality Supervision -1

Checking that products are being produced with correct precision

<table>
<thead>
<tr>
<th>No.</th>
<th>Wireless application</th>
<th>Communication requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Purpose</td>
<td>Corresponding Information</td>
</tr>
<tr>
<td>3</td>
<td>size inspection by line camera (line sensor)</td>
<td>size measurements</td>
</tr>
<tr>
<td>4</td>
<td>detect defect state</td>
<td>defect information (video)</td>
</tr>
<tr>
<td>5</td>
<td>detect incorrect operation</td>
<td>anomalous behavior due to adding impurities</td>
</tr>
</tbody>
</table>

Table 4 List of wireless applications and communication requirements for Quality Supervision -2

Checking that manufacture is proceeding with correct procedure and status

<table>
<thead>
<tr>
<th>No.</th>
<th>Wireless application</th>
<th>Communication requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Purpose</td>
<td>Corresponding Information</td>
</tr>
<tr>
<td>6</td>
<td>sensing for managing air conditioning</td>
<td>air stream</td>
</tr>
<tr>
<td>7</td>
<td>monitoring of equipment</td>
<td>state of tools, disposables</td>
</tr>
<tr>
<td>8</td>
<td>counting number of failsafe wrench operations</td>
<td>pulses</td>
</tr>
</tbody>
</table>

Table 5 List of wireless applications and communication requirements for Factory Resource Management -1

Checking that the factory environment is being correctly managed
<table>
<thead>
<tr>
<th>No.</th>
<th>Wireless application</th>
<th>Communication requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Purpose</td>
<td>Corresponding Information</td>
</tr>
<tr>
<td>9</td>
<td>managing clean room (booth)dust count</td>
<td>Dust count (particles)</td>
</tr>
<tr>
<td>10</td>
<td>managing carbon dioxide concentration</td>
<td>CO2 concentration</td>
</tr>
<tr>
<td>11</td>
<td>preventive maintenance</td>
<td>machine’s temperature</td>
</tr>
</tbody>
</table>

Table 6 List of wireless applications and communication requirements for Factory Resource Management -2

Monitoring movement of people and things

<table>
<thead>
<tr>
<th>No.</th>
<th>Wireless application</th>
<th>Communication requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Purpose</td>
<td>Corresponding Information</td>
</tr>
<tr>
<td>12</td>
<td>movement analysis</td>
<td>wireless beacon</td>
</tr>
<tr>
<td>13</td>
<td>measuring location of people and things</td>
<td>transmission time (phase), radio signal strength, etc.</td>
</tr>
<tr>
<td>14</td>
<td>measuring location of products</td>
<td>location of products during manufacture</td>
</tr>
</tbody>
</table>

Table 7 List of wireless applications and communication requirements for Factory Resource Management -3

Checking the management status of equipment and materials (stock)
15. Racking assets (beacon transmission) | Information of equipment and things | 200 | Once per sec. | 1 sec. | 20

16. Tracking parts, stock | RFID tag | 1K | 1~10 times per 30 mins. | 100 msec. | 3 to 30

**Table 8** List of wireless applications and communication requirements for Factory Resource Management - 4

Checking that production equipment are being maintained

<table>
<thead>
<tr>
<th>No.</th>
<th>Wireless application</th>
<th>Communication requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Purpose</td>
<td>Corresponding Information</td>
</tr>
<tr>
<td>17</td>
<td>Managing facilities</td>
<td>Activity of PLC</td>
</tr>
<tr>
<td>18</td>
<td>Measuring energy consumption</td>
<td>Energy, current</td>
</tr>
<tr>
<td>19</td>
<td>Monitoring revolving warning light</td>
<td>Defect information</td>
</tr>
</tbody>
</table>

**Table 9** List of wireless applications and communication requirements for Factory Resource Management - 5

Appropriate recording of work and production status

<table>
<thead>
<tr>
<th>No.</th>
<th>Wireless application</th>
<th>Communication requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Purpose</td>
<td>Corresponding Information</td>
</tr>
<tr>
<td>20</td>
<td>Work record</td>
<td>Text data</td>
</tr>
<tr>
<td>21</td>
<td>Work proof</td>
<td>Certification data</td>
</tr>
<tr>
<td>22</td>
<td>Checking completion of process</td>
<td>Image, torque waveform</td>
</tr>
</tbody>
</table>

**Table 10** List of wireless applications and communication requirements for Display - 1

Providing appropriate work support
### Table 11 List of wireless applications and communication requirements for Display -2

Visually display whether the process is proceeding without congestion or delay

<table>
<thead>
<tr>
<th>No.</th>
<th>Wireless application</th>
<th>Corresponding Information</th>
<th>Transmit Data Size (bytes)</th>
<th>Communication Rate</th>
<th>Delivery Time Tolerance</th>
<th>Node density</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>work commands (wearable device)</td>
<td>image</td>
<td>600</td>
<td>once per 10 secs. ~ 1 min.</td>
<td>1~10 sec.</td>
<td>10 to 20</td>
</tr>
<tr>
<td>24</td>
<td>view work manual</td>
<td>text data</td>
<td>100</td>
<td>once per hour</td>
<td>10 sec.</td>
<td>9</td>
</tr>
<tr>
<td>25</td>
<td>display information (image display)</td>
<td>image (video/still image)</td>
<td>5M</td>
<td>once per 10 secs. ~ 1 min.</td>
<td>few sec.</td>
<td></td>
</tr>
</tbody>
</table>

### Table 12 List of wireless applications and communication requirements for Display -3

Visualization for monitoring production status

<table>
<thead>
<tr>
<th>No.</th>
<th>Wireless application</th>
<th>Corresponding Information</th>
<th>Transmit Data Size (bytes)</th>
<th>Communication Rate</th>
<th>Delivery Time Tolerance</th>
<th>Node density</th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td>managing congestion counter (number or remaining number)</td>
<td>few bytes</td>
<td></td>
<td>once per 10 secs. ~ 1 min.</td>
<td>few sec.</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>managing operation activity of PLC</td>
<td></td>
<td>128</td>
<td>once per hour</td>
<td>100 msec</td>
<td>2</td>
</tr>
<tr>
<td>28</td>
<td>displaying revolving warning light ON/OFF</td>
<td>ew bytes (a few contact points)</td>
<td></td>
<td>once per 10 secs. ~ 1 min.</td>
<td>0.5~2.5 sec.</td>
<td>30</td>
</tr>
<tr>
<td>29</td>
<td>managing operation activity</td>
<td>image</td>
<td>6K</td>
<td>Continuous</td>
<td>500 msec</td>
<td>1</td>
</tr>
<tr>
<td>No.</td>
<td>Wireless application</td>
<td>Communication requirements</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>----------------------</td>
<td>-----------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Purpose</td>
<td>Corresponding Information</td>
<td>Transmit Data Size (bytes)</td>
<td>Communication Rate</td>
<td>Delivery Time Tolerance</td>
<td>Node density</td>
</tr>
<tr>
<td>30</td>
<td>supporting workers</td>
<td>PLC</td>
<td>200</td>
<td>once per 10 secs. ~ 1 min.</td>
<td>500 msec.</td>
<td>5</td>
</tr>
<tr>
<td>31</td>
<td>supporting maintenance</td>
<td>image, audio</td>
<td>200</td>
<td>once per 100 msec.</td>
<td>500 msec.</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 13 List of wireless applications and communication requirements for Human safety

Ensuring the safety of worker

<table>
<thead>
<tr>
<th>No.</th>
<th>Wireless application</th>
<th>Communication requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Purpose</td>
<td>Corresponding Information</td>
</tr>
<tr>
<td>32</td>
<td>detecting dangerous operation</td>
<td>image</td>
</tr>
<tr>
<td>33</td>
<td>Collecting bio info for managing worker safety</td>
<td>vitals information</td>
</tr>
<tr>
<td>34</td>
<td></td>
<td>vitals information</td>
</tr>
<tr>
<td>35</td>
<td>detect entry to forbidden area</td>
<td>gait</td>
</tr>
<tr>
<td>36</td>
<td></td>
<td>body temperature, infrared</td>
</tr>
</tbody>
</table>

Table 14 List of wireless applications and communication requirements for others

Cases other than above

<table>
<thead>
<tr>
<th>No.</th>
<th>Wireless application</th>
<th>Communication requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Purpose</td>
<td>Corresponding Information</td>
</tr>
<tr>
<td>37</td>
<td>sending data to robot teaching box</td>
<td>coordinates</td>
</tr>
<tr>
<td>38</td>
<td>relay of images moving</td>
<td>video</td>
</tr>
<tr>
<td>39</td>
<td>techniques, knowhow from experts</td>
<td>video, torque waveforms</td>
</tr>
</tbody>
</table>
**Factory Usage scenarios**

The usage scenario represents a complete manufacturing process that utilize a number of factory applications to achieve a deliverable product. Examples of factor usage scenarios includes:

- Metal processing site
- Mechanical assembly site
- Elevated and high temperature work site
- Logistics warehouse site

As follows we give detail description of these example factory usage scenarios and its collective applications used to within each of these manufacturing scenarios.

**Usage scenarios example: Metal processing site**

An illustration depicting a wireless usage scene at a metal working site is shown in Figure 12. A building has a row of machine tools, and materials and products (things) are managed in a certain area of the building. Workers are at locations within the building as needed to operate the machines. In the case of operation monitoring and preventive maintenance, sensors may be attached to machines. As machine tools may be used for twenty to thirty years, there may be many old machines, with sensors attached after installation. Communication is necessary to collect information from sensors, but if ceilings are high, installing wiring requires high site work, making the cost of wiring expensive. The cost and long work times required by rewiring work when machines are relocated make wireless communication desirable. In the case of management of objects and analysis of worker movement, the subjects move, so the use of wireless communication is a necessity.

In the case of operation monitoring, monitor cameras and sensors are installed on machines to monitor the operation status of the machines. For wireless operation, wired LAN to wireless LAN media converters are installed on wired LAN ports. On machines without wired LAN ports, adaptors may be connected for wireless networking. A wireless network is formed between the machines and a wireless access point, and when an intermittently operated machine is switched on, a link with a wireless access point is established automatically without human intervention. As the wireless interference conditions change with the ON/OFF of wireless devices operating in coordination with the intermittent operation start and stop of nearby machines, it is necessary for the wireless network to have flexibility, such as monitoring the radio environment and switching the used frequency channel. Using this network, time series data such as vibration and torque waveforms acquired by tools and sensors inside machines during operation are sent to a server. Using the acquired data on the server, analysis software detects anomalies or anomaly precursors, and informs a manager. According to requirements such as the number of devices, transmitted data volume, and necessity of real time response, the data is transmitted by an appropriate wireless network such as wireless LAN, Bluetooth, or Zigbee.

In the case of preventive maintenance, various sensors are installed on machine tools. The sensors and wireless communication device are implemented on a single terminal, and terminals may execute primary processing before sending, or the gateway may execute primary processing on
data collected from sensors via a wireless network. When sensors and wireless device are implemented on a single terminal, the terminal may aggregate data received from other terminals within radio range and attach it to its own data when it transmits, to reduce the number of transmissions. It may be necessary to sample or compress the data to reduce the volume of data transmitted. Also, data may be normally recorded at the terminal, but limited under certain conditions in order to reduce the data volume.

In the case of management of objects and movement of workers, wireless communications such as Bluetooth Low Energy (BLE) are used to monitor the locations of people and things. A wireless location monitoring system uses tags which periodically transmit beacons and gateways which receive the beacons. Multiple gateways are placed in the monitor area and tags are attached to each person or thing to be monitored. Beacons transmitted by a tag are received by multiple gateways and the received signal strengths are used to determine the location of the tag. By obtaining acceleration information as well as tag ID, the accuracy of location information can be increased. Wireless communication is also used when an operator remotely operates a robot with a terminal called a teaching box. The operator moves around the robot to visually check the position of the robot and its relation with the object being processed. The movement of the operator is only around the robot and not over a wide area, but it is important that the response of the wireless communications is fast. In order to ensure safety, commands triggered by an emergency stop switch need to be transmitted immediately and reliably.

![Figure 12 Usage scene: Metal working site](image)

**Usage scenarios example: Mechanical assembly site**

A wireless usage scene at a mechanical assembly plant is shown in Figure 13. In a mechanical assembly plant, the benefit of wireless communications is expected where management of the environment is necessary, such as during welding and painting, building systems for collection and analysis of data for quality management and traceability, and management of operations, such as Automated Guided Vehicles (AGV) for transport of components.
Sensors such as temperature and humidity sensors and particle sensors are used for environmental monitoring in places such as a paint shop or a clean booth. Wireless communication is used for collecting sensor information because it is possible to manage data from remote rooms, and install sensors inside a room, such as in a clean booth, easily at any time without requiring reconstruction work. The sensors transmit collected environmental information to an upper layer server at periodic time intervals. It is required that no data is lost, that communication routes can be checked when necessary at times of trouble, and relay devices can be installed where radio signal reception is weak without complex expert knowhow.

Wireless communication is used to send data to servers - inspection data from large numbers of workbenches, operation sequences in Programmable Logic Controllers (PLC) used for machine control, error information and environmental information. Also, work tools such as torque wrenches, acquire and send to servers data such as the number of wrench operations and the success of the operations, and even time series data such as vibration and torque waveforms. As ISO 9001 specifies the mandatory recording of inspection data, it requires the reliable collection of data, although strict requirements are not imposed on communication latency. Hence when transmitting data, it is necessary to check radio usage in the neighborhood, and use available frequency bands and time slots (transmission times) according to the requirements such as number of machines, transmitted data volume and necessity of real-time response.

In the case of production management display (such as an “Andon” display board), in coordination with the above information, wireless communication is used to send data for real-time display of production status information, such as production schedule, production progress and production line operation status.

In the case of AGV with autonomous driving ability, the AGV itself will be able to control its current position and path. Each AGV will be sent a command “go from position A to position B” from a parent device (fixed device) and the AGV will move accordingly. As an AGV may move over a wide area in a factory, it is possible that in some locations the quality of wireless communication will degrade due to physical obstruction by facilities and manufacturing machine tools. Hence, it is necessary to consider the radio propagation environment when deciding where to place wireless access points and to consider the use of multi-hop networks. The number of mobile vehicles used in factories is continuing to increase, and the related issues of the radio environment will require more consideration in the future.
Usage scenarios example: Elevated and high temperature work site

Figure 14 shows an illustration of a wireless communication scene in an elevated and high temperature work site. In production sites such as chemical plants and steel plants, there are intrinsic dangers due to collisions and falls, and extreme environments with high temperature, high humidity. Monitoring each worker’s location and situation from vitals sensors and visual images will be an important application. Workers move about, so it is necessary to collect data using wireless communication. It is assumed that production facilities will be used for many years, so it is necessary to collect information about facility operation and monitor facility operation from the point of view of preventive maintenance. In regard to collecting information from existing facilities, the use of wireless systems that can be easily added are promising for monitoring facility operation using cameras and indicator lights.

In a production site with elevated or high temperature work places, such as a drying furnace or a blast furnace, wireless communication is used to manage the safety of workers, by collecting workers’ vitals sensor information (pulse, activity, body temperature, room temperature, posture (fall detection), etc.) and environmental information (temperature and humidity, pressure, dew point, etc.), and remotely monitoring the situation at the production site using cameras etc. In such cases, wireless communications, such as multi-hop networks with wireless LAN / 920 MHz communication, are used to collect data. Using sensors that detect entry into forbidden areas, combined with BLE beacons, it is possible to monitor the location of workers and warn of entry into dangerous areas. Wireless communications are basically used to transmit position information and vital information of each worker, but it is also possible to send alerts to workers and managers when an abnormal situation arises. Vitals sensors should be of types that do not interfere with work, such as wristwatch type, pendant type, or breast-pocket type.

The communication terminals in a production site may form a wireless multi-hop network, and upload sensor data to a cloud service or server (where the data is finally collected) via a gateway. The uploaded data is used to monitor the workers status. For example, in the case of a system with a path from a sensor attached to a worker via a gateway to a server, wireless communication
from the sensor to the gateway might use 920MHz band communication, wireless LAN, or Bluetooth. Communication from gateway to server will require connection via 3G/LTE or wired LAN. When the server is far from the gateway, and it is necessary to have a wireless connection (such as when wiring is not possible) a wireless mesh using wireless LAN, or a point-to-point 60 GHz frequency band system may be used as a backbone. In this case, interference between the wireless backbone and the communication between sensors and gateway must be considered.

Figure 14 Usage scene example: Elevated and high temperature work site

Usage scenarios example: Logistics warehouse site

In a logistics warehouse, as shown in Figure 15, three-dimensional automatic storage is used to increase spatial use efficiency. Operation of a three-dimensional automatic storage system requires monitoring of storage operation, preventive maintenance of the stacking system, management of automated guided vehicle (AGV) movement, and so on. A large scale warehouse has multiple storage racks placed in rows, each of over 30m height and 100m length, and separated by a few meters or less.

The operational status of the warehouse is monitored in conjunction with the transport of storage items in and out by a computer-controlled stacker-crane. When the stacker-crane makes an emergency stop due to detecting a stacking fault, workers might have to climb up a high ladder, tens of meters high, to manually check and repair the stack. When the inspection and repair operation is in a high place, there is greater danger for the worker and operation delay time increases. Previously, workers had to spend time checking the storage even when there was actually no need to stop. Now cameras are used to remotely check the situation on the stacks and the stacker-crane to decide whether operation should be halted or

---

4 A warehouse in which items are stored and managed in racks, and moved in and out automatically with computer control.
5 Equipment for transporting in and out of a three-dimensional automatic storage system.
continued, reducing the number of dangerous tasks of workers, and reducing the average time to recovering normal operation. However, in large-scale storage systems, the stacker-cranes move over large ranges, and wiring to cameras attached to stacker-cranes is difficult. Using wireless cameras eliminates the need for signal cables, and so the installing of wireless cameras in three-dimensional automatic storage systems is increasing. Information is sent from the wireless devices on the luggage platform of the stacker-crane to wireless access points (fixed stations) which are placed at one or both ends of the stacker-crane’s floor rail.

The images sent from the camera could be video (for example, 30 frames-per-second VGA) or still images (for example, JPEG or PNG with VGA resolution). The speed of the luggage-platform could be as fast as 5 meters-per-second, and the wireless device should automatically select, connect to, and transmit data to the wireless access point with the best link quality. It should also avoid interference with wireless devices on other stacker-cranes which might be running on parallel racks separated by just a few meters.

In three-dimensional automated storage systems, higher speeds of stacker cranes and their continuous operation are required to increase the transport efficiency. Sensors are attached to the drive system that drives the vertical motion of the luggage-platform, and the drive system that drives horizontal motion of the crane along its rails. A wireless communication device relays the sensor data, and computer analysis and learning of the data is used for preventive maintenance of the drive systems.

In some cases, in order to increase the flexibility of the layout in the warehouse, the luggage carried out by a stacker-crane is transported to another storage or work place by a forklift or AGV. The magnetic tape that is used taped on the floor to guide the motion of a trackless AGV cannot carry data, so control information such as destination is sent by wireless communication. Also, forklifts and AGVs have devices for detecting their location, and location information is relayed by wireless communication. Location information collected from forklifts and AGVs is used to manage their operation, and methods are being developed to improve transport efficiency by coordinating their motion with stacker-cranes, allowing the selection of the AGV with the shortest travel distance, for example.

In regard to use of sensors for preventive maintenance on drive systems of stacker-cranes, and managing movement of forklifts and AGVs, in large scale factories, the range of motion may extend over large areas with various large structures such as three-dimensional storage racks, so the placement of wireless access points and the selection of wireless frequency band are important issues.
Technological Enhancement of Networking for Flexible Factory IoT

Concept of architecture
The future flexible factory communication system comprises integrated wired/wireless-combined networking which needs to accommodate various system applications with different communication requirements for end-to-end QoS. These requirements are satisfied for end-to-end communications by reinforcing priority control and coordinating with those system applications to adapt to rapid change in links and paths quality.

Gaps in existing IEEE 802 technologies

Coexisting of wide variety of factory applications with different requirements
According to Figure 11 and Table 2~14 in Section “Wireless Applications and Communication Requirements”, examples of QoS tolerances in factory applications are summarized in Table 15. Table 15 shows that tolerance of latency is classified into small, medium or large, tolerance of bandwidth is classified into wide, medium or narrow, and tolerance of packet loss is classified into lossless or not. It means that factory applications may need large number of QoS class requirements for communications, which is not covered by 8 classes defined in IEEE802.1D standard. To deal with large number of QoS class requirements, defining usage of tag fields may be needed for precise and fine QoS control in L2.
Table 15 Examples of QoS Tolerances in Factory Applications

<table>
<thead>
<tr>
<th>Category of Wireless Applications</th>
<th>QoS Tolerances</th>
<th>Bandwidth (kbps)</th>
<th>Packet Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Latency (msec)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100~ 1000</td>
<td>&gt;1000</td>
</tr>
<tr>
<td>Equipment Control</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Quality Supervision</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Factory Resource Management</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Display</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Human Safety</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Others</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

QoS management for factories

QoS management of streams across their paths is important in the automation of factories. There are several functions and protocols within existing IEEE802 standards that maybe used for the provision of QoS and priority control over bridged network. Example of such functions are given as follows.

802.1Qat Stream Reservation Protocol (SRP):

Stream Reservation Protocol (SRP) is an amendment to the IEEE 802.1Q standard (standardized separately as 802.1Qat) to provide end-to-end management of resource reservations for data streams requiring guaranteed Quality of Service (QoS) in bridged Local Area Networks (LANs). The protocol allows end stations to register their willingness to "Talk" or "Listen" to specific streams, and it propagates that information through the network to reserve resources for the streams. Network bridges between the end stations maintain bandwidth reservation records when a Talker and one or more Listeners register their intentions for the same stream over a network path with sufficient bandwidth and other resources. The network signaling for SRP to establish stream reservation is defined as the Multiple Stream Registration Protocol (MSRP), which is also standardized in 802.1Qat.

Enhancements to the configuration of time-sensitive Streams are provided by P802.1Qcc/D2.1, amendment to IEEE Std 802.1Q-2018. The enhancements address Time-Sensitive Networking (TSN) application requirements beyond audio/video (AV) traffic. It also specifies managed objects for configuration of Bridges by a Centralized Network Configuration (CNC) component.

802.11aa MAC enhancement for robust AV streaming:

802.11aa specifies a set of enhancements to the 802.11 MAC functions which enables the transportation of AV streams with robustness and reliability over wireless shared medium. From the bandwidth reservation standpoint an IEEE 802.11 BSS network is modeled as a Bridge. An IEEE 802.11 BSS provides a single entity called the Designated MSRP Node (DMN) to manage the BSS bandwidth resources for the MSRP streams. The DMN maps the MSRP commands into IEEE 802.11 MLME/SME QoS services, and maps the SRP TSpec to 802.11 TSPEC parameters as well.
Interworking between 802.1Qat and 802.11aa enables integration of 802.11 TSPEC ADDTS request/response protocols with SRP to facilitate end-to-end stream reservations when one or more IEEE 802.11 links are part of a path from Talker to Listener.

**Issues:**
To announce the statistics of the stream to be provided, Talker should make a declaration of ‘Talker Advertise’ which would be propagated by MSRP throughout the network. In the parameter data carried by the declaration advertisement, a component of ‘Accumulated Latency’ is used to estimate the worst-case latency that a stream could encounter from Talker to Listener. Talker initializes the value and each bridge along the path will add the maximum expected delay before arrival at the next peer.

Radio propagation is not good in factories due to multipath and shadowing environment in metal objects presence and closed space, so latency fluctuation over radio link is large. If such event occurs e.g. on Bridge C in Figure 16, that would increase the latency beyond the original guarantee (e.g. Accumulated Latency), MSRP will change the ‘Talker Advertise’ to a ‘Talker Failed’ causing the end-to-end reservation to be failed as shown in Figure 16. For this reason in a factory environment, ‘failure’ frequently occurs so that streaming cannot be provided in some cases.

![Figure 16 Radio fluctuation causes reservation failed](image)

Besides the example given above, there will be similar problems considering bandwidth reservation in the factory wireless environment. The matter is that, the bridge currently determines the registration and allocation of the resources from its own perspective. Along the declaration propagated throughout the network, decision is made on individual bridge’s ‘worst’ estimation on the performance of current hop. In some cases, it could be much worse than the actual performance. In other cases, it could be breached very often.

Coordinated control among the bridges is necessary to help the situation by addressing the unstable bandwidth / latency issues. The controller could manage the resources from an end-to-end viewpoint during the lifetime of the stream. The performance fluctuation can be more tolerated as long as the end-to-end bandwidth can be guaranteed. With such flexibility, robustness of the end-to-end stream reservations, as well as the network efficiency, will be improved.

**Other TSN protocols:**
TSN provides a protocol suite to enable deterministic networking end-to-end. Future industrial wireless products should be able to take advantage of this infrastructure. It requires higher layer services to be better interworking with lower layer management entities.

As the fundamental architectural issues cleaned up by 802.1Qbz and 802.11ak, and given the fact that great potential will be introduced to wireless technologies by e.g. 802.11ax, 802.11ba, it is now possible to extend more advanced protocols such as Flow-based Priority Control (FPC) and Enhanced Transmission Selection (ETS) to the wireless shared medium.
Adaptation to rapid changes in wireless environments

Modern manufacturing process requires fast feedback to get immediate response after each action by worker in management and operation to increase high productivity and high quality of products, simultaneously, where human and machines tightly collaborate in high-mix and low-volume production. Permissible delay in feedback messages for most wireless applications in this sense is ranging from 20 msec to 10 sec as shown in Figure 11. The lower boundary may be determined by human reaction time [4]. For example in an application in which an online inspection, an action by worker is checked by a system whether it is good or not. He/she shall receive go/no-go signal from the system indicating to whether to proceed to the next action or not. In the network accommodating factory applications such as quality supervision, factory resource management, display, and some of equipment control and safety, permissible latencies within 100 msec or less for communications between a terminal and a management system of the factory application is considered reasonable.

In a typical factory structure (or layout), there are many metallic objects that are moving in a closed space, resulting in unforeseeable fluctuation in received radio signal indication (RSSI) due to rapid change in propagation condition. An example of measurement in a metal casting site showed RSSI changed by more than 20dB within a short time ranging from ten’s millisecond to hundred’s millisecond as disused earlier in Figure 4. The bandwidth might decrease by one-tenth in a case during RSSI dropped. Another example of measurement in a large machine assembly site indicted burst-loss occurred for the duration of several hundred msec as shown in Figure 17.

In order to ensure transfer of information between terminals in a dynamically changing wireless environment within the allowed latency as required by factory applications, a fast and efficient queueing control and forwarding mechanism to multiple links is needed while maintaining required QoS for the application. For this purpose, we consider the applicability of the PFC (Priority-base Flow Control) protocol specified in the Std. 802.1Q-2014, as shown in Figure 18.
It should be noted that the application of PFC has been so far used in data center environment. However, when used in a factory environment such as the one described above, the performance and efficiency of the PFC protocols can be degraded significantly due to reduced available bandwidth between terminals. A real time video streaming is a good example illustrating when the performance of the PFC function can be improved when operating in varying radio propagation conditions. Traffic for the video stream is allocated high priority in normal operation condition (i.e. traffic type for video has higher priority than traffic for critical applications according to Table 1-2 in the Std.802.1Q-2014 [6]). With varying RSSI, the available bandwidth between terminals is reduced. In real time video streaming application, video quality can be adapted to available link bandwidth (along the end to end path) at the codec source. However, until this video adaptation is complete, while the bandwidth of the link is low and the video quality is degraded below its usable level, streaming is paused although further packets are incoming to the queueing buffer which are not useable any more. This is the current operation of PFC because data loss is not allowed in a data center for which the PFC protocols was originally designed.

Since the video packets are no longer usable, pause operation and preserving the video packets is no longer valid during this transition period. During this period, the packets for streaming shall be discarded and critical traffic shall continue to be sent. A more efficient operation method is to discard the unusable video packets until useful video packets are sent again when video adaptation to a lower quality matching the available bandwidth, or the link bandwidth is recovered naturally or by switching to a new link with sufficient bandwidth.

---

6 Section 36.1.1 in Std. 802.1Q-2014 says “Operation of PFC is limited to a data center environment.”
If another ISS (or EISS) connection becomes available for the video stream application, data frame can then be forward dynamically at the bridge. (Table 15)

Table 15 Gaps between Current PFC (Std.802.1Q-2014) and Functions to be enhanced

<table>
<thead>
<tr>
<th>Current PFC (Std.802.1Q-2014)</th>
<th>Functions to be enhanced</th>
</tr>
</thead>
<tbody>
<tr>
<td>8(max) links can be independently paused and restarted by queue control. Only no loss is acceptable for data center environment.</td>
<td>Not only “pause” but also “discard” are acceptable depending on data attributes to express a variety of QoS requirements in factory applications.</td>
</tr>
<tr>
<td>There is no specific description about “frame distributor”</td>
<td>Dynamic frame distributor mechanism is required to follow rapid changing bandwidth and to avoid burst losses for each ISS/EISS connected to a wireless media. Also see later description in Wireless link aggregation.</td>
</tr>
<tr>
<td>—</td>
<td>It is required to have negotiation function with factory applications based on data attributes. Data rate reductions is requested if the factory application indicates reduction is “acceptable” in the data attributes.</td>
</tr>
</tbody>
</table>

The issue here is to adapt to rapid changes in wireless environments while ensuring a variety of QoS requirements across the end-to-end connection of the whole network. The rapid flow control at the bridge based on information of data attributes and flow control over the entire network shall work together by a coordinator as shown in Figure 2.

**Competition of wireless systems in unlicensed bands**

As for the factory IoT, wireless technologies which work in unlicensed bands are used in many cases because they have large cost advantage in network deployment. Normally, such unlicensed bands wireless technologies have MAC layer functionalities which enable coexistence with various wireless systems; CSMA/CA of Wi-Fi and frequency hopping of Bluetooth, for examples. These functionalities make network deployment simple, however, stable quality of service is difficult to keep with such simple schemes especially when many wireless systems share the same wireless resources. It is because each wireless system, which consists of multiple wireless stations and is managed by a base station, works independently based on own probabilistic approach without any coordination with the other wireless systems. In the factory IoT usage scenarios, many wireless systems work in a broad area which is not separated completely in terms of wireless resource, and such competition of wireless systems in unlicensed bands are unavoidable.

For mitigating the impact of the competition in unlicensed bands, it is necessary to coordinate wireless systems in factory as much as possible. To assign channel of each wireless system according to required bandwidth of applications is one of simple examples of the coordination. Both of distributed manner and centralized manner can be applied for the coordination, however, wireless systems need to be connected to the same wired network for exchanging control data. Wired network of the factory IoT needs to handle the control data for the wireless system coordination in addition to application data of each wireless systems. Figure 19 illustrates overview of centralized type of coordinated wireless systems.
Ideally, all the wireless systems in an area should be connected to the same network and coordinated together. However, it is difficult to root out uncontrollable wireless systems in all the cases and noise from non-communication devices like machine tools also need to be taken into consideration. It is necessary to monitor wireless channels, analyze behavior of such interferers and estimate available wireless resources accurately for allocating wireless resources according to demands of applications. Wired network of the factory IoT needs to handle the monitoring data as well.

As latency of control data exchange and monitoring data exchange among wireless systems becomes lower, more efficient wireless system coordination becomes available. To improve latency of bridging is one of issues for the efficient coordination of the wireless systems.

**Wireless link aggregation**

As shown in Figure 4, wireless signal strength fluctuates largely and rapidly even in line-of-site environment inside factory. In such environment, it is difficult to keep stable bandwidth or low latency for factory IoT applications.

For improving stability of wireless link, taking advantage of diversity such as spatial and frequency diversities are effective. A simple way to take on gain of the diversity is to employ multiple wireless ports on each node or each wireless access point and use redundant wireless links for redundant data transmission.

Figure 20 illustrates examples of use of the multiple wireless ports. In Figure 20(a), a machine tool has two wireless ports and each wireless port has a wireless link with a different wireless access point. Potential bandwidth of each link fluctuates largely, and it becomes lower than bandwidth required by an application sometimes. However, correlation of the fluctuation is generally low if position and frequency of each wireless access point are different from those of another wireless access point. Therefore, such intermittent low bandwidth can be compensated if the wireless links are aggregated and data is transmitted redundantly through the aggregated links.
Figure 20 (b) shows another example. In this case, a vehicle node moves inside a factory where large metal machines are located. Line-of-site relationship with a wireless access point is lost frequently as the vehicle moves behind the metal machine. In such a case, wireless systems generally attempt to do handover to the other wireless access point, however, it takes few seconds or more to complete the handover after the wireless link quality becomes bad. Applications are suffered from the bad wireless link for few seconds or more in this case. If the vehicle has multiple wireless links and use them as a redundant data path, impact of the bad wireless quality can be mitigated largely.

![Figure 20 Examples of use of multiple wireless ports](image)

Such redundant data transmission through aggregated paths can be implemented in various layers. However, bridging layer should be the most appropriate layer to handle paths aggregation for achieving the low latency performance required in the factory IoT usage. Link aggregation defined in 802.1AX is a related technology, however, it cannot be applied for the wireless link aggregation directly due to the following reasons:

- Main objective of link aggregation in 802.1AX is to increase bandwidth, and duplicated frame transmission is not allowed for maximizing total bandwidth of aggregated links. However, main objective of the wireless link aggregation for factory IoT use is to stabilize bandwidth and latency of data communication. Duplicated frame transmission through multiple wireless links needs to be allowed.
- 802.1AX mainly assumes wired links and single-hop link topology; Figure 21(a) shows an example for this. As shown as “Link aggregation 1” in Figure 21(b), if all the wireless ports are connected to the same wireless access point, the same aggregation protocol of 802.1AX may be applicable. However, a wireless node can have wireless links with multiple wireless access points in the wireless link aggregation usage. Link aggregation needs to be handled through multiple bridges shown as “Link aggregation 2” in Figure 21(b).
Enhancements of IEEE 802 technologies for the future
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