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 User Body Size Optimize System

**for Gesture Cognitive Interface**

1. **Coverage**

This standard applies to systems for producing content that is used when users learn to imitate or imitate various movements, including dance, dance, yoga, etcThe system consists of an 'input processing unit' that recognizes the user's behavior and an 'output processing unit' that provides feedback graphically or sound based on the recognized behavior.

'Input Processing Unit' consists of 'Analysis Module', 'Comparison Module' and 'Verification Department'. The 'analytical module' analyzes the behavior of the entered user. 'Comparison module' compares the analyzed user behavior with 'sample user' behavior. The 'verification department' determines and verifies this.

The 'output processing unit' typically consists of a 'screen output' that provides visual operational information, a 'floor output' that provides spatial operational information on the floor where the user is located, and an 'audio output' that provides operational information using sound. This standard defines interfaces expressed in 'screen output' and 'floor output'.

1. **Quote Standard**

Not applicable

1. **Definition of terminology**

The terms of this standard are 'Three-Dimensional Character Based User Behavior Verification System Architecture' (TTAK).See KO-10.1191.

1. **Abbreviations**

Not applicable

1. **User Behavior Verification System Architecture**
	1. **Overview**

An animation is produced using the behavior of a three-dimensional character created by inputting bone information of a sample user entered by an image camera or depth camera sensor.

Through these animations, users attempt to learn to imitate or imitate.

In this process, bone information about a user's motion is extracted, compared, and analyzed to verify that the user's motion accurately mimics that of the sample user.

However, depending on the user's height difference, the verification module should have a different way of determining it. For this purpose, a standard height should be established and a user height optimization system should be presented for the action recognition interface that is linked to it.

* 1. **System Configuration**



The verification system consists of an ‘analysis module’ and a ‘comparison module’ as shown in (Figure 5-1).

* + 1. **Analysis Module**

The analytical module checks information from extracted skeletal information such as composition of bone, size of bone, location of joint and direction of bone. Each item is analyzed through a comparison module with each confirmed information value.

* + 1. **Comparison Module**

The comparison module compares the data to be compared as shown in (Figure 5-2) for the shape of the bone, the ratio of the bone, the point at which the bone should be measured, and the angle of the bone, based on the items identified by the analysis module.

1. **User Motion Guide Interface**

To compare the motion of users in a mixed-reality-based user motion verification system, the guide presented in the 'floor output' shows the body parts touching the floor, such as hands, feet and knees, as shown in (Figure 6-1). At this time, the positions of both feet and hands should be spaced according to the user's height.

|  |  |
| --- | --- |
|  |  |

* 1. **User Height Optimization Formula**

Guide criteria that require presentation according to the user's height require a gap between the two feet, and a gap between the feet and the hands.

* + 1. **Two-legged Gap**

The interval according to the user's height is 173.5 cm, the average height of Korean men, and the gap between the feet is 30 cm, and is provided proportionally.

* 



For half squat positions (Figure 6-2), the stride of both feet shall be changed according to the height of the user in proportion to the reference height (Figure 6-3).

|  |  |
| --- | --- |
|  |  |

* + 1. **Gap between feet and hands**

The gap between the two feet and the two hands is provided proportionally based on 121 cm, when the average height of the Korean male is 173.5 cm.

* 

|  |  |
| --- | --- |
|  |  |

As such, the reference distance (width, distance between hands and feet, etc.) should be defined according to the reference height and the user's interface should be optimized according to the corresponding ratio formula.

Each person may have a deviation, but the deviation is ignored in this service.

|  |  |  |  |
| --- | --- | --- | --- |
| Height | Two-legged Gap | Gap between feet and hands | Remarks |
| (cm) | distance (cm) | distance (Ratio) | distance (cm) | distance (Ratio) |
| 110 | 19.02  | 63.40% | 76.71  | 63.40% |  |
| 115 | 19.88  | 66.28% | 80.20  | 66.28% |  |
| 120 | 20.75  | 69.16% | 83.69  | 69.16% |  |
| 125 | 21.61  | 72.05% | 87.18  | 72.05% |  |
| 130 | 22.48  | 74.93% | 90.66  | 74.93% |  |
| 135 | 23.34  | 77.81% | 94.15  | 77.81% |  |
| 140 | 24.21  | 80.69% | 97.64  | 80.69% |  |
| 145 | 25.07  | 83.57% | 101.12  | 83.57% |  |
| 150 | 25.94  | 86.46% | 104.61  | 86.46% |  |
| 155 | 26.80  | 89.34% | 108.10  | 89.34% |  |
| 160 | 27.67  | 92.22% | 111.59  | 92.22% |  |
| 165 | 28.53  | 95.10% | 115.07  | 95.10% |  |
| 170 | 29.39  | 97.98% | 118.56  | 97.98% |  |
| 173.5 | 30 | 100.00% | 121 | 100.00% |  |
| 175 | 30.26  | 100.86% | 122.05  | 100.86% |  |
| 180 | 31.12  | 103.75% | 125.53  | 103.75% |  |
| 185 | 31.99  | 106.63% | 129.02  | 106.63% |  |
| 190 | 32.85  | 109.51% | 132.51  | 109.51% |  |
| 195 | 33.72  | 112.39% | 135.99  | 112.39% |  |
| 200 | 34.58  | 115.27% | 139.48  | 115.27% |  |
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**AppendixⅠ-2**

**(This annex is intended to supplement the standard and is not part of the standard)**

***Matters related to test certification***

**Ⅰ-2.1 Whether it is subject to examination**

- None.

**Ⅰ-2.2 Status of establishment of test standards**

- None.

**AppendixⅠ-3**

**(This annex is intended to supplement the standard and is not part of the standard)**

***Family standard of this standard***

**Ⅰ-3.1 인용 표준**

- None.
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**(This annex is intended to supplement the standard and is not part of the standard)**
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