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1. **Projection mapping with depth camera**
	1. **Interaction with projection mapping**

The system for projection mapping basically consists of a motion recognition sensor (ex. depth camera) for recognizing motion, a projector, and a computer that enables flexible interworking of the two.

When configuring the system, the number of motion recognition sensors and projectors that can be used in the system is not limited.

However, be careful about Occulusion and Cross Talk problems that can occur in the system.

The depth camera and projector must have a coordinate system synchronized.

If the depth camera recognizes that the user's arm or foot enters the area of a specific UI image projected by the projector, then the corresponding UI works.

* 1. **System action for projection mapping**



Figure 1 Example of the basic structure of a motion-responsive mixed reality system

Figure 1 shows the interaction interface image projected by the projector and the user's interaction.

When the user steps on or presses the interaction interface image projected by the projector, the depth camera recognizes the user's motion event as a command at the coordinates already programmed, and executes the command for it.

The user's coordinates are read through the depth camera and mapped to the interface coordinate system on the projector.

When overlapping with a specific interface according to the coordinates declared on a specific part such as a hand or foot through the user's motion or action, the command is performed by the corresponding interface.

1. **Application of the system**



Figure projection screen to match the projection area with the user's location coordinates

Figure 2 shows the projection screen to match the projector's projection area with the user's location coordinates.

1. The following shows the process of reading the user's coordinates through the depth camera and matching the projector's projection area with the user's location coordinates.
2. In the area of the projector shown in Figure 2, the user is stored at each point to store the value.
3. Use the saved values to match the projector's area with the user's location coordinates.

For example, the system may allow the corresponding UI to operate only when the position of the user's hand has entered the UI area and the height of the hand is below a certain criterion.

1. **Application result**

The system may provide interaction through an interaction interface image set as an image area generated through projection of the projector.

The system may use various motion-responsive mixed reality content such as games or games based on various motions through an interaction interface.