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# Data formats for audio-video sensors

## Microphone sensor

### General

This sub-clause specifies a sensor data type, which describes an audio information captured from a microphone sensor.

### Syntax

|  |
| --- |
| "microphoneSensorType": { "type": "object", "properties": { "microphoneOrientation": { "$ref": "#/definitions/orientationSensorType" }, "microphoneLocation": { "$ref": "#/definitions/globalPositionSensorType " }, "microphoneAltitude": { "$ref": "#/definitions/altitudeSensorType" }, "audioData": { "$ref": "#/definitions/rawAudioType" } }, "additionalProperties": false }, "rawAudioType": { "type": "object", "properties": { "sample\_rate": { "$ref": "#/definitions/sampleRateType" }, "byte\_order": { "$ref": "#/definitions/byteOrderType" }, "sign": { "$ref": "#/definitions/signType" }, "resolution": { "$ref": "#/definitions/resolutionType" } }, "additionalProperties": false }, "sampleRateType": { "type": "number", "enum": [ 8.0, 11.025, 16.0, 22.05, 32.0, 44.056, 44.1, 47.25, 48.0, 50.0, 50.4, 88.2, 96.0, 176.4, 192.0, 352.8, 2822.4, 5644.8 ] }, "byteOrderType": { "type": "string", "enum": [ "littleEndian", "bigEndian" ] }, "signType": { "type": "string", "enum": [ "signed", "unsigned" ] }, "resolutionType": { "type": "integer", "enum": [ 4, 8, 12, 16, 20, 24, 32, 48, 64 ] }, |

### Semantics

Semantics of the microphoneSensorType:

| *Name* | *Definition* |
| --- | --- |
| microphoneSensorType | Tool for describing sensed information with respect to a microphone sensor. |
| microphoneLocation | Describes the location of a microphone using the structure defined by globalPositionSensorType. |
| microphoneOrientation | Describes the orientation of a microphone using the structure defined by orientationSensorType. |
| microphoneAltitude | Describes the altitude of a microphone using the structure defined by altitudeSensorType. |
| audioData | Describes audio data refer to rawAudioType. |
| sample\_rate | Sample rate is the number of samples of audio carried per second, measured in Hz or kHz (one kHz being 1 000 Hz). For example, 44 100 samples per second can be expressed as either 44 100 Hz, or 44.1 kHz. Bandwidth is the difference between the highest and lowest frequencies carried in an audio stream. |
| byte\_order | It tells how the data is stored with the most significant byte on one end or the other. When more than one byte is used to represent a PCM sample, the byte order (big endian vs. little endian) must be known. Due to the widespread use of little-endian Intel CPUs, little-endian PCM tends to be the most common byte orientation. |
| sign | It is not enough to know that a PCM sample is, for example, 8 bits wide. Whether the sample is signed or unsigned is needed to understand the range. If the sample is unsigned, the sample range is 0...255 with a center point of 128. If the sample is signed, the sample range is -128...127 with a center point of 0. If a PCM type is signed, the sign encoding is almost always 2's complement. In very rare cases, signed PCM audio is represented as a series of sign/magnitude coded numbers |
| resolution | This parameter specifies the amount of data used to represent each discrete amplitude sample. The most common values are 8 bits (1 byte), which gives a range of 256 amplitude steps, or 16 bits (2 bytes), which gives a range of 65536 amplitude steps. Other sizes, such as 12, 20, and 24 bits, are occasionally seen. Some king-sized formats even opt for 32 and 64 bits per sample |
| Signed | Specifies that the raw audio data coming from the microphone sensor is stored as signed numbers. |
| Unsigned | Specifies that the raw audio data coming from the microphone sensor is stored as unsigned numbers. |
| bigEndian | It specifies that the audio data is stored in the Big Endian format: the most significant byte of a word in the smallest address and the least significant byte is stored in the largest address |
| littleEndian | It specifies that the audio data is stored in the Little Endian format: the least significant byte in the smallest address. |

### Examples

In this example, the orientation has (60, 30, 120), the location is (23.215, 33.971), and altitude is 122.2 meter. The sampling rate is 44.1kHz and the byte order follows the little-endian method. It is signed data with a resolution 8 bits.

|  |
| --- |
| {“sensedInfoBaseAttributes”: {},“microphoneSensorType”: { “microphoneOrientation”: { “orientation”: [60, 30, 120] }, “microphoneLocation”: { “longitude”: 23.215, “latitude”: 33.971 }, “microphoneAltitude”: { “altitude”: 122.2, “unit”: “meter” }  “audioData”: { “sample\_rate”: 44.1, “byte\_order”: “littleEndian”, “sign”: “signed”, “resolution”: 8 }}} |

## Color camera sensor

### General

This sub-clause specifies a sensor data type, which describes the color of the captured objects in the environment, encoded as a sequence of pixel values.

### Syntax

|  |
| --- |
| "colorCameraSensorType": { "type": "object", "properties": { "cameraSensor": { "$ref": "#/definitions/cameraSensorType" }, "rawVideo": { "$ref": "#/definitions/rawVideoType" } } }, "rawVideoType": { "type": "object", "properties": { "videoData16": { "type": "string" }, "videoData64": { "type": "string" }, "width": { "type": "integer" }, "height": { "type": "integer" }, "bit\_depth": { "type": "integer" }, "stride": { "type": "integer" }, "coding4CC": { "type": "integer" }, "fps": { "type": "integer" }, "use\_frame\_packing": { "type": "boolean" }, "frame\_packing": { "type": "integer" } } }, "cameraSensorType": { "type": "object", "properties": { "cameraOrientation": { "$ref": "#/definitions/orientationSensorType" }, "cameraLocation": { "$ref": "#/definitions/globalPositionSensorType" }, "cameraAltitude": { "$ref": "#/definitions/altitudeSensorType" }, "focalLength": { "type": "number" }, "aperture": { "type": "number" }, "shutterSpeed": { "type": "number" }, "filter": { "type": "string", "enum": [ "UV", "Polarizing", "NB", "Diffusion", "Star" ] } }, "additionalProperties": false }, |

### Semantics

Semantics of the colorCameraSensorType:

| *Name* | *Definition* |
| --- | --- |
| colorCameraSensorType | Tool for describing sensed information with respect to a color camera sensor. |
| rawVideo | Describes the sensed raw video data by the color camera sensor.  |
| rawVideoType | Tool for describing raw video data for color camera sensor. |
| width | Width of the video in number of pixels. |
| height | Height of the video in number of pixels. |
| bit\_depth | Number of bits for each channel sample from the set of permitted values as defined by coding4CC. |
| stride | Size in bytes of one horizontal line. |
| coding4CC | A 4 character code representing the parameters of the raw data as specified by MP4RA. |
| fps | Frames per second of the video stream; if 0 then the frame rate is not known or variable. |
| use\_frame\_packing | This indicates if a frame contains two or more views. |
| frame\_packing | Frame Packing as Coding Independent Code Points. |
| videoData16 | Holds binary video data encoded as a textual string in base-16 format. |
| videoData64 | Holds binary video data encoded as a textual string in base-64 format. |
| rawVideoDataSize | Describes the size of the rawVideoData in bytes. This field is only present in binary representation. |
| rawVideoData | Actual data holder for binary raw video data, only in binary representation. The size of this field is given in rawVideoDataSize field. |
| cameraSensorType | Tool for describing sensed information with respect to a camera sensor. |
| cameraLocation | Describes the location of a camera using the structure defined by globalPositionSensorType. |
| cameraOrientation | Describes the orientation of a camera using the structure defined by orientationSensorType. |
| cameraAltitude | Describes the altitude of a camera using the structure defined by altitudeSensorType. |
| focalLength | Describes the distance between the lens and the image sensor when the subject is in focus, in terms of millimeters (mm). |
| aperture | Describes the diameter of the lens opening. It is expressed as F-stop, e.g. F2.8. It may also be expressed as f-number notation such as f/2.8. |
| shutterSpeed | Describes the time that the shutter remains open when taking a photograph in terms of seconds (sec). |
| filter | Describes kinds of camera filters. |

### Examples

In this example, the camera orientation values are yaw, pitch, and roll values of 60, 30, and 120, respectively. The camera altitude is 123.21 meter and the camera location has a longitude of 23.215 and a latitude of 33.971. The flocal length is 55mm and the aperture is f/2.8. The shutter speed is 0.008sec and the filter indicates that a UV filter is used.

The videoData16 is base-16 encoded data starting with "0314BA3827CFF2938...". The width and height of the image are 640 and 480 pixels, respectively. The bit\_depth is 8 and the stride is 10. The coding4CC is 2 and the fps of the image is 30 frames/sec. The use\_frame\_packing is “true” and the frame\_packing is 10.

|  |
| --- |
| { “sensedInfoBaseAttributes”: {},“colorCameraSensorType”: { “cameraSensor”: { “cameraOrientation”: { “orientation”: [60, 30, 120] }, “cameraLocation”: { “longitude”: 23.215, “latitude”: 33.971 }, “microphoneAltitude”: { “altitude”: 123.1, “unit”: “meter” } “focalLength”: 55, “aperture”: 2.8, “shutterSpeed”: 0.008, “filter”: “UV”},“rawVideo”: { “videoData16”: “0314BA3827CFF2938...”, “width”: 640, “height”: 480, “bit\_depth”: 8, “stride”: 10, “coding4CC”: 2, “fps”: 30, “use\_frame\_packing”: true, “frame\_packing”: 10}}} |