4 Wireless Technology

PAP 2’s task 5 calls for the collection of an inventory of wireless technologies.  This inventory of wireless technologies is captured as a spreadsheet, “Wireless Functionality and Characteristic Matrix for the Identification of Smart Grid Domain Applications”, which can be found on the PAP 2 web site:

· http://collaborate.nist.gov/twiki-sggrid/bin/view/SmartGrid/PAP02Wireless 

with a file name syntax of “Consolidated_NIST_Wireless_Characteristics_Matrix-VN.xls”, where N represents the version number.
Disclaimer:  The spreadsheet was created and populated by the Standards Setting Organizations (SSO), which proposed their wireless technologies as candidates for the smart grid.  The parameters and metrics contained and values entered for each wireless technology were entered by the organizations representing those technologies.  
The next subsections give a brief description of the parameters and metrics contained in the spreadsheet, Wireless Functionality and Characteristic Matrix for the Identification of Smart Grid Domain Applications and a listing of the technologies submitted (as of V5.xls). Note that this section is written with the assumption that the reader has a reasonable understanding of the wireless telecommunication terminology.
4.1 Technology Descriptor Headings

The spreadsheet identifies a set of characteristics and organizes into logical groups. The group titles are listed below.
1. Smart Grid Communications Network Segments
2. Data/Media Type Supported

3. Range Capability (or Coverage Area when applicable)
4. Mobility

5. Channel/Sector Data Rates and Average Spectral Efficiency
6. Spectrum Utilization

7. Data Frames, Packetization and Broadcast Support
8. Link Quality Optimization

9. Radio Performance Measurement & Management

10. Power Management

11. Connection Topologies

12. Connection Management

13. QoS & Traffic Prioritization

14. Location Based Technologies
15. Security & Security Management




16. Unique Device Identification

17. Technology Specification Source

18. Wireless Functionality not Specified by Standard

4.2 Technology Descriptor Details

Each of these groups is composed of individual descriptive described in more detail below.

4.2.1 Descriptions of Groups 1-7 Submissions
	Wireless Functionality and Characteristics Matrix for the Identification of Smart Grid Domain Application  

	Functionality/Characteristic
	Measurement Unit

	
	
	

	Group 1:  Smart Grid Communications Network Segments
	 

	a:
	 Primary SG Network Segment(s)
	Select from HAN/FAN/NAN/WAN/etc.

	b:
	 Secondary SG Network Segment(s)
	Select from HAN/FAN/NAN/WAN/etc.

	Group 2: Data/Media Type Supported
	 

	a:
	Voice
	Yes/No

	b:
	Data
	Yes/No

	c:
	Video
	Yes/No

	Group 3: Range Capability (or Coverage Area when applicable)
	 

	a:
	Theoretical Range Limitations  at Frequency
	km, GHz

	
	
	

	b:
	Conditions for Theoretical Range Estimate
	PtP, PMP, LoS, non-LoS

	Group 4: Mobility
	 

	a:
	Maximum relative movement rate
	km/hr

	b:
	Maximum Doppler
	Hz

	Group 5: Channel/Sector Data Rates and Average Spectral Efficiency ((Layer 2, or note other Layer if applicable)
	 

	a:
	Peak over the  air uplink channel data rate
	Mb/s

	b:
	Peak over the  air downlink  channel data rate
	Mb/s

	c:
	Peak uplink channel data rate
	Mb/s

	d:
	Peak downlink channel data rate
	Mb/s

	e:
	Average uplink channel data rate
	Mb/s

	f:
	Average downlink channel data rate
	Mb/s

	g:
	Average uplink spectral efficiency
	Mbps/Hz

	h:
	Average downlink spectral efficiency
	Mbps/Hz

	g:
	Average uplink cell spectral efficiency
	Mbps/Hz

	h:
	Average downlink cell spectral efficiency
	Mbps/Hz

	Group 6: Spectrum Utilization
	 

	a:
	Public radio standard operating in unlicensed bands
	GHz DL/UL

	b:
	Public radio standard operating in licensed bands
	GHz DL/UL

	c:
	Private radio standard operating in licensed bands
	GHz DL/UL

	d:
	Duplex method
	TDD/FDD/H-FDD

	e:
	If TDD supported – provide details
	

	f:
	Channel Bandwidths Supported
	kHz

	g:
	Channel separation
	kHz

	h:
	Number of non-overlapping channels in band of operation
	Integer value

	i:
	Is Universal Frequency Reuse Supported
	Yes/No

	
	
	

	
	
	

	Group 7: Data Frames, Packetization and Broadcast Support
	 

	a:
	Frame duration
	ms

	b:
	Maximum packet size
	bytes

	c:
	Segmentation support
	Yes/No

	d:
	Is Unicast, Multicast, Broadcast supported?
	Yes/No


4.2.1.1 Group 1: Smart Grid Communications Network Segments

The Smart Grid communications network encompasses seven domains
 (as described in section xx) with multiple actors and use cases that define communication paths for connecting actors within and between the seven domains. Multiple wireless solutions may be required to optimally meet the challenge of interconnecting actors and domains given a range of demographics, data requirements (e.g., capacity, latency, etc.), and propagation characteristics. The network segment group is intended to provide an assessment from the standards organization’s perspective as to where a specific wireless technology is best suited in the Smart Grid communications network.

a) Primary SG Network Segment(s): Based on the technology’s features and capabilities, for what SG network segment is this technology best suited? Indoor Home area Network (HAN), Field Area Network (FAN) or Neighborhood Area Network (NAN), Wide Area Network (WAN), Pint-to-Point (PtP) Backhaul, Satellite, Any, etc.
b) Secondary SG Network Segment(s)
The diagram below is an example of a Smart Grid communication network and the segments shown are only illustrative.
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4.2.1.2 


4.2.1.3 Group 2: Data/Media Type Supported
The information to be transferred within the smart grid includes data, voice and video information. 

a) Voice: There is no specification of the codec being used but the assumption was that some form of packetized voice processing would be used and the connection would be two-way. VoIP capacity should be derived assuming a 12.2 kbit/s codec with a 50% activity factor such that the percentage of users in outage is less than 2% for a given bandwidth (please specify in simultaneous calls per MHz). If the VoIP’s conditions are different, please specify those assumptions.
b) Data: is a generic term for information being transferred from machine to machine and can include information being displayed to a person for interpretation and further action. Please respond with yes/no. If yes, the details are provided in Groups 5 and 13.
c) Video: in cases where there is an outage and the situation in the field needs to be displayed to others remote from the outage site, video is desirable. Video could be still pictures or motion pictures.  Please respond with yes/no. If yes, the details are provided in Groups 5 and 13.
4.2.1.4 Group 3: Range Capability (or Coverage Area when applicable)
Land-based wireless systems are designed to service a wide variety of application scenarios. The intent of this group is to capture the expected range in a typical deployment. Some systems are optimized for very short ranges, perhaps 10 meters or less, while others are intended for longer ranges, perhaps on the order of 30 km. 
The intent of this group is to capture the expected range in a theoretical deployment and gain a perspective regarding the most applicable Smart Grid network segment to which the technology is best suited.
A key deployment metric for satellite-based systems on the other hand, is the geographical size of the footprint covered. For these types of technologies the coverage area should be provided.
When comparing range predictions for land-based systems, it is important to take into account both the UL and DL system gains and the margins assumed for fading, penetration loss, and interference, etc. These margins together with the system gain determine the UL and DL link budgets used to predict the range. It is also important to indicate the path loss model used and the type environment assumed; indoor, outdoor Line of sight (LoS) or non-LoS urban, outdoor suburban, Point to Point (PtP) or Point to multi-point (PMP), etc., since these factors will also influence the range prediction.  Note that the greatest range achievable by a specific technology typically requires transmission at the maximum EIRP permitted in the frequency band of operation and assumes the most robust modulation index.
In some cases there may also be factors other than path loss and the link budget that place limits on the range. These factors may be latency-dependent features or other mechanisms built into the standard designed to optimize performance over a limited range of path lengths. If so, indicate if there is an inherent range over which the system is optimized as well as a range for which the system is operational.

4.2.1.5 Group 4: Mobility
Some smart grid applications might require relative movement between a transmitter and receiver during the operation of the radio link. The inability of the radio link to operate successfully in situations of movement is due to many factors such as Doppler shift. Higher layer mobility is covered in Group 12; this section covers MAC/PHY layers.
This metric is intended to display the mobility capability of the radio technology in one or both of the two ways commonly used:

a) Maximum relative movement rate (expressed in kilometers/hour)

b) The maximum tolerated Doppler shift (expressed in Hertz)
Mobile devices may not be able to communicate at the highest available data rates when moving at high speeds.
4.2.1.6 Group 5: Channel/Sector Data Rates and Average Spectral Efficiency
Channel data rates are a frequently used metric of radio link capability.  The data rates for wireless technologies can span several orders of magnitude from a few bits per second up to several megabits per second, but so too can requirements for different smart grid applications.  Unless the conditions under which the data rates are determined are fully described and understood, channel data rate values can be misleading when used for comparative analysis. Additional complications stem from the fact that the data payload of interest is “surrounded” with additional bits used to provide error correction, error detection, address information, and a variety of control information.  Because of these added bits the data payload or “Goodput” will be considerably less than the total number of “over-the-air” (OTA) bits transmitted and received by a channel.  In this context “Goodput”, as defined in Section 2, is the term used to describe the successful delivery of user data bits per unit of time at the application level, excluding protocol overhead and retransmitted data packets.

Although goodput is the metric of most interest from a Smart Grid network application perspective, most wireless standards do not specify channel throughput or spectral efficiency at the application layer but instead focus on channel performance metrics at Layer 1 and layer 2 (see following figure). For this group therefore, we ask for channel data throughput and spectral efficiency at the Layer 2-Layer 3 interface. This is consistent with the evaluation methodology spelled out for IMT-Advanced in Report ITU-R M.2134
. In the following figure this is noted as the “MAC rate”. The data throughput and spectral efficiency at this layer includes the overhead factors introduced at the PHY Layer and the Data Link Layer including the MAC Sub-layer. 

For the “Goodput” it will be necessary to add the overhead introduced in the higher layers. These higher layer overhead factors would be quite similar for all technologies and include:
· Payload size

· Identity of the payload source

· Identity of the payload destination
· Security keys and encryption codes

· Error correction and detection codes

· Packet fragmentation codes

· Acknowledgements

There is also some overhead associated with establishing the data transmission channel (i.e., traffic channel) that is not described above nor included in the goodput calculation. If this overhead value is available, it will be used in the modeling tool. In addition there may be situations where packets are initially lost or corrupted and must be retransmitted. In these situations the data lost would further reduce the goodput delivery rate. 
It is also important to differentiate between downlink and uplink. Some radio systems are designed with uplink and downlink data rates that are equal in both directions, whereas others support asymmetric rates.  Downlink (DL), forward link or out-route, represents the data transmission from the “central” transmitter or base station to the client device receiver.  Uplink (UL), return link or in-route, represents the data transmission from the client device transmitter to the “central” receiver.  Typically the asymmetry is designed to provide a higher downlink rate than uplink rate.  This allows a “central” station or base station to take advantage of higher antenna height and transmit power that may not be practical on the client device.

There are several goals for the information submitted for this group.  One is to get a measure of the peak over-the-air (OTA) channel data rate in the UL and DL direction. A second goal is to get an assessment of the peak UL and DL channel data rate at layer 2. The latter value accounts for all of PHY and Data Link Layer overhead including: error correction, control bits, packet headers, etc. The third goal is to gain a perspective for the average channel throughput and average channel spectral efficiency at the layer 1-layer 2 interface for both the UL and DL channels.
Spectral efficiency is an important metric that describes how efficiently the spectrum is being used.  It is highly dependent on the channel modulation and coding scheme (MCS) being used.  The average channel data capacity or average channel spectral efficiency is directly related to the average MCS over the channel or sector coverage area. Most, if not all, of today’s access technologies make use of adaptive modulation and coding to account for differences in propagation path conditions on a link by link basis to individual user terminals. Terminals or client devices at or near the cell edge would be linked with the most robust MCS whereas terminals closer to the base station would generally experience a higher SNR and thus support a higher efficiency MCS. The “average” MCS would lie somewhere between these two extremes. For comparative purposes, having an estimate for the “average” MCS and ultimately the average channel data rate is very desirable but, unfortunately, arriving at these values is not a straightforward process as it depends on a large number deployment-related factors. Most wireless access technologies have a specific evaluation methodology to simulate channel performance for typical deployment scenarios for either indoor or various outdoor venues. Although these evaluation methodologies have a lot of similarities they often cover a wide range of deployment scenarios and require a number of parameter inputs and assumptions to perform the simulations. Since reported results will often be based on different sets of assumptions, these simulations tend to be technology-specific. It is necessary therefore, to exercise care when using information derived from these simulations for comparative purposes. 
To gain a better understanding for assessing the channel data rate and spectral efficiency at the layer 2-layer 3 interface resulting from these simulations, group 5 provides the characteristics of the applicable evaluation methodology together with details regarding the input parameters used for the simulations. 

The relationship between the net cell spectral efficiency and channel/sector spectral efficiency is dependent on the frequency reuse factor. For frequency reuse of 1 they will be the same whereas for a reuse factor of “n” the cell spectral efficiency will be 1/n times the sector spectral efficiency.

It is anticipated that the data rate and spectral efficiencies reported will typically apply to the layer2-layer 3 interface as described above. If for any wireless technology, these values are known for higher layers it should be noted.
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	Group 5: Channel/Sector Data Rates and Spectral Efficiency

(if these parameters are not applicable to your specific technology, please provide a set of assumptions corresponding to your technology that were used in your simulation)

	Provide below the characteristics of the evaluation methodology and the parameter assumptions for the simulations used to arrive at the channel data rate and spectral efficiency values presented above

	1) Base station cluster size
	Integer value (e.g., 19)

	2) Sectors per base station
	Integer value (e.g., 3)

	3) Frequency 
	GHz

	4) Channel Bandwidth
	MHz

	5) BS to BS spacing
	km

	6) BS Antenna pattern
	Omni or Azimuth in degrees and Front-to-Back Ratio in dB

	7) Base Station Antenna Height 
	m

	8) Mobile Terminal Height 
	m

	9) BS Antenna Gain 
	dBi

	10) MS Antenna Gain 
	dBi

	11) BS Maximum Tx Power 
	dBm

	12) Mobile Terminal Maximum Tx Power
	dBm

	13) Number of BS (Tx)x(Rx) Antennas 
	Integer value (e.g., 2x2)

	14) Number of MS (Tx)x(Rx) Antenna 
	Integer value (e.g., 1x2, 2x2, etc.)

	15) BS Noise Figure
	dB

	16) MS Noise Figure
	dB

	17) Frequency reuse factor
	Integer value

	18) Duplex
	FDD/H-FDD/TDD

	19) If TDD what is UL to DL channel bandwidth ratio
	Ratio (e.g., 2 to 1)

	20) Active Users per sector or per base station
	Integer value (e.g., 10 users per sector)

	21) Path Loss model (specify model or provide values for A in dB and n)
	PL = AdB + 10nLOG10(d);  where d is in km or COST231, WINNER II, etc.

	22) Environment or terrain type
	Indoor or Outdoor-urban/Outdoor-suburban, Urban-Micro-cell, etc.

	23) Log Normal Shadowing Std Dev
	dB

	24) Penetration Loss (if applicable)
	dB

	25) Other Link Margins (if applicable) i.e. fast fading, interference, etc.
	dB

	26) Traffic type
	FTP “Best Effort”, VoIP, mixed, etc

	27) Multipath channel model and distribution
	% Ped A, % Ped B, % Veh A, % Stationary, etc. 

	28) Number of paths
	Integer value


4.2.1.7 Group 6: Spectrum Utilization
This group asks for display of information on radio spectrum use.

a) Public radio standard operating in unlicensed band

b) Public radio standard operating in licensed band

c) Private radio standard operating in licensed band

Some radio spectrum is license-exempt and is shared among a wide variety of devices.  An example of this would be the 2.4 GHz ISM band which is generally available anywhere in the world but shared among diverse radio technologies, such as cordless phones, 802.11 Wireless Local Area Networks (WLANs), 802.15 personal area networks (including Bluetooth) devices, to name a few.
Some spectrum is sold and licensed to individual entities, such as a mobile phone service provider, and the designated spectrum (at least on a regional basis) is not expected to be used by any other radio type. 

d) Duplex method - It is also generally assumed that smart grid radios will be both transmitting and receiving information.  One method used to accomplish bi-directional transfer is time division duplexing (TDD) where uplink and downlink packets are alternated in time.  Another method is frequency division duplexing (FDD) where uplink and downlink packets are carried on different frequencies. With FDD, DL and UL transmissions can take place simultaneously. A third duplexing approach is Half-duplex FDD (H-FDD). H-FDD also uses two separate channels but does not support simultaneous DL and UL transmissions. Some access technologies support both FDD for terminals which have a duplexing filter and H-FDD to support terminal designs which do not have a duplexing filter.
When TDD is supported, technologies may also support adaptive or adjustable DL to UL traffic flow to improve channel spectral efficiency when traffic patterns are highly unsymmetrical. For multi-cellular deployments adaptive TDD requires some form of sector-to-sector and cell-to-cell synchronization to mitigate interference. 
e) If TDD is supported provide details and characteristics; for example is adaptive or adjustable TDD supported and what synchronizations methods are employed
f) Channel bandwidth - As with data rates, some radios use a very small amount of radio spectrum for their channel bandwidths (perhaps a few kilohertz) while others may use a very large swath (perhaps several MHz).

g) Channel separation - This metric is intended to report the separation between channels.

h) Non-overlapping channels in the band

To use an example, some 802.11 radios operate in the 2.4 GHz unlicensed ISM band. Within the US there is 83.5 MHz of spectrum available; however, there are restrictions on “out of band emissions”. (Described in FCC Title 47). 802.11 initially chose to use a spread spectrum technology that occupied 20 MHz of channel bandwidth. When the FCC rules and the technology choices are combined, the result is a technology that has 11 operating channels defined with center carrier frequencies separated by 5 MHz.  Hence, in the 2.4 GHz band, the 802.11 technology would be described as having 11 operating channels, separated by 5 MHz and three non-overlapping channels.

i) 
j) Support for universal frequency reuse - Most outdoor terrestrial deployments will use multi-sector base stations, with 3-sector base stations being the most common and the configuration most often assumed for simulations. Universal frequency reuse or a reuse factor of 1 indicates that the same channel can be reused in each of the three sectors. A reuse factor of 3 indicates that each sector is deployed with a unique channel, this deployment configuration requires 3 times as much spectrum as reuse 1 but will generally result in greater immunity to sector-to-sector and cell-to-cell to interference. Although the channel or sector spectral efficiency will be higher for reuse 3 the increase is generally not sufficient to offset the fact that three times as much spectrum is required. The net cell spectral efficiency therefore, will generally be higher with universal frequency reuse.
k) 
4.2.1.8 Group 7: Data Frames Packetization and Broadcast Support
This group asks for display of information on packetization process.
A frame is defined as one unit of binary data that can be sent from one device to another device (or set of devices) sharing the same link.  The term is used to refer to data transmitted at the OSI model’s Physical or Data Link layers (Layers 1 & 2).

A packet is defined as one unit of binary data that can be routed through a computer network.  The term is used to refer to data transmitted at the OSI model’s Network layer (Layer 3) and above.
a) What is the frame duration?

b) What is the maximum packet size that can be sent in one radio frame?

c) Does the radio system support layer 2 segmentation when the payload size exceeds the capacity of one radio frame?
d) Are Unicast, Multicast, and Broadcast supported? (yes/no for each)
· Unicast: Unicast is a form of message transmission where a message is sent from a single source to a single receiving node.  

· Multicast: Multicast is a form of message transmission where a message is sent from a single source to a subset of all potential receiving nodes. (The mechanism for selecting the members of the subset is not part of this definition.)  

· Broadcast: Broadcast is a form of message transmission where a message is sent from a single source to all potential receiving nodes.  

4.2.2 Descriptions of Groups 8-12 Submissions
	Group 8: Link Quality Optimization
	 

	a:
	Diversity technique
	antenna, polarization, space, time

	b:
	Beam steering
	Yes/No 

	c:
	Retransmission
	ARQ/HARQ/-

	d:
	Forward Error Correction technique
	Yes/No (if Yes, please detail)

	e:
	Interference management
	Yes/No (if Yes, please detail)

	Group 9: Radio Performance Measurement & Management
	 

	a:
	RF frequency of operation
	GHz

	b:
	Configurable Retries?
	Yes/No (if Yes, please detail)

	c:
	Provision for RSSI
	Yes/No (if Yes, please detail)

	d:
	 Provision for Packet Error Rate Reporting
	Yes/No (if Yes, please detail)

	Group 10: Power Management
	 

	a:
	Mechanisms to reduce power consumption
	Yes/No (if Yes, please detail)

	b:
	Low power state support
	Yes/No (if Yes, please detail)

	Group 11: Connection Topologies 
	 

	a:
	Point-to-point (Single-Hop)
	Yes/No (if Yes, please detail)

	b:
	Point-to-Multipoint  (Star)
	Yes/No (if Yes, please detail)

	c:
	Multi-Hop or Multi-Link
	Yes/No (if Yes, please detail)

	d:
	Statically configured or self-configuring Multi-Hop
	Yes/No (if Yes, please detail)

	e:
	Dynamic and Self-Configuring Multi-Hop Network 
	Yes/No (if Yes, please detail)

	Group 12: Connection Management
	 

	a:
	Handover
	Yes/No (if Yes, please detail)

	b:
	Media Access Method (if applicable)
	Specify (e.g., CSMA/CD, Token, etc.)

	c:
	Multiple Access Method
	Specify (e.g., CDMA, OFDMA, etc.)

	d:
	Discovery
	Yes/No (if Yes, please detail)

	e:
	Association
	Yes/No (if Yes, please detail)


4.2.2.1 Group 8: Link Quality Optimization
Radio systems can use a variety of techniques to improve the likelihood a transmitted packet will be successfully received. The most fundamental technique is to have the receiving radio send an acknowledgement (ACK) back to the transmitting station. If the ACK is not received, then the transmitter will try again (up to some limit of retries). This is called link layer ARQ . Other techniques seek to improve the signal to noise ratio (SNR) at the receiver. 
These techniques include diversity, advanced antenna systems such as beam steering, and forward error correction. 

Interference can also impact link performance. Co-Channel Interference (CCI) can be caused by interference (Intra-operator interference) from adjacent sectors or other base stations in close proximity to the transmission link of interest. Adjacent Channel Interference (ACI) may arise from systems operating in adjacent frequency bands (inter-operator interference). With shared spectrum, as would be the case in unlicensed bands, CCI can also arise from other wireless networks operating in the same geographical region. Some wireless systems have the capability of detecting and either avoiding or at least mitigating the impact of interfering signals to enhance SINR.   

4.2.2.2 Group 9: Radio Performance Measurement & Management
This group is used to indicate what the radio technology provides to an administrator to assist in link assessment.  Most radio systems dynamically and autonomously assess their environment and adjust to optimize performance.  Sometimes it is useful for a network administrator to monitor behavior to determine if problems exist that are impeding performance or perhaps make manual selections that might indeed improve radio performance beyond what might be achieved autonomously.

4.2.2.3 Group 10: Power Management
Radio devices may not be directly powered by mains power supply and may be required to “run off” a battery that is seldom, if ever, recharged. The intent is to capture information on techniques the radio technology has defined that can be used to reduce power consumption. 

4.2.2.4 Group 11: Connection Topologies
Radio systems may be designed and configured to use one or more connection topologies.  A common topology is the “Star” or Point-to-Multipoint topology. This topology is common in today’s mobile (cellular) and fixed local area and wide area networks and can be expected to be a widely used topology in Smart Grid networks.
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Other wireless topologies that will undoubtedly play a role in Smart Grid communication networks are:

a. Single-Hop Network:  Also known as “point-to-point”, a single-hop network is one in which devices can only communicate with each other directly, e.g., over a single link (hop), and do not have the capability to forward traffic on each other’s behalf. 

b. Multi-Hop Network:  A multi-hop network is one in which devices have the capability to forward traffic on each other’s behalf and can thus communicate along paths composed of multiple links (hops). 
A multi-hop network can take two forms.  One would be made up of a number of serial or tandem connected devices forming a “daisy chain” of links (hops).  This could serve to extend the reach of the network beyond the reach of an individual link.  An example of this is illustrated on the left side of example network diagram below.  The other form of a multi-hop network is to form a “tree” or mesh topology. This could serve to provide connectivity to a number of devices located in a common geographic area, for example a number of AMI meters located in a neighborhood.  An example of this is illustrated on the right of the example network diagram below.  It should be noted in the example network diagram below that the two forms could be combined to extend the reach of the backhaul link to a mesh network. 
i. Statically Configured Multi-Hop Network:  A multi-hop network can be statically configured, such that each node’s forwarding decisions are dictated by its preconfigured forwarding table. 

ii. Dynamic and Self-Configuring Multi-Hop Network:  A multi-hop network can be dynamic and self-configuring, such that network devices have the ability to discover (multi-hop) forwarding paths in the network and make their own forwarding decisions based on various pre-configured constraints and requirements, e.g., lowest delay or highest throughput. This is a typical characteristic of current AMI mesh networks.
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4.2.2.5 Group 12: Connection Management
This group is intended to capture the capabilities provided to initiate and maintain radio connectivity.
a. Handover

b. Media Access Method, if applicable (e.g., CSMA/CD, Token, etc.)
c. Multiple Access Method (e.g., CDMA, OFDMA, etc.)
d. Discovery: The ability for the stations to discover available APs/routers/base stations in the area.
e. Association: Once authentication has completed, stations can associate (register) with an AP/router/base station to gain full access to the network.  The association is binding between the terminal or client and an AP such that all packets from and to the client are forwarded through that AP.  Association typically involves the exchange of a small number of packets.
4.2.3 Descriptions of Groups 13-20 Submissions
	Group 13: QoS and Traffic Prioritization
	 

	a:
	Radio queue priority
	Yes/No (if Yes, please detail)

	b:
	Pass-thru Data Tagging
	Yes/No (if Yes, please detail)

	c:
	Traffic priority
	Yes/No (if Yes, please detail)

	Group 14: Location Based Technologies
	 

	a:
	Location awareness (x,y,z coordinates)
	Yes/No (if Yes, please detail)

	b:
	Ranging  (distance reporting)
	Yes/No (if Yes, please detail)

	Group 15: Security and Security Management
	 

	a:
	Encryption
	Algorithms supported, AES Key length, etc

	b:
	Authentication
	Yes/No (if Yes, please detail)

	c:
	Replay protection
	Yes/No (if Yes, please detail)

	d:
	Key exchange
	Protocols supported

	e:
	Rogue node detection
	Yes/No (if Yes, please detail)

	
	

	
	
	

	
	
	

	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	

	
	
	

	
	
	

	
	
	

	Group 16: Unique Device Identification
	 

	a:
	MAC address
	Yes/No (if Yes, please detail)

	b:
	SIM card
	Yes/No (if Yes, please detail)

	c:
	Other identity
	Specify

	
	
	

	Group 17: Technology Specification Source
	 

	a:
	Base Standard SDO
	SDO name 

	b:
	Profiling and Application Organizations
	Association / Forum Name


4.2.3.1 Group 13: QoS and Traffic Prioritization
Quality of Service (QoS) is a term that is used to describe a technology’s ability to provide differentiated levels of performance to selected types of traffic. QoS can be viewed as an end-to-end requirement, but some radio systems assist in the process by supporting QoS between radio nodes. Generally this involves the ability to “tag” different data packets to establish a range of packet-priorities consistent with the type of information carried by the packet. QoS can be used to set priorities on data packets to ensure that there is sufficient bandwidth and that jitter, latency, and packet error rates are consistent with that required for satisfactory performance for the traffic type carried by the packet, whether it is voice, data, or streaming video.

Traffic categories fall into two generic types: real-time; describing services that are sensitive to latency, jitter, and require a Guaranteed Bit Rate (GBR) for satisfactory performance and non real-time; for services that are much more tolerant to variations in latency, jitter, and data rate. Additionally, a Maximum Bit Rate (MBR) may also be imposed with any traffic type to prevent over-subscription by a single user or application.

Examples of real-time or GBR services include:

· T1/E1 leased line

· Voice with or without silence suppression

· Videoconferencing

· Real-time gaming

· Streaming video or audio

Examples of non real-time or non-GBR services include:

· IP Multimedia Subsystem (IMS) signaling and Unicast polling

· Buffered video or audio

· Other services such as: web browsing, E-mail, file transfers (FTP), etc., (also referred to as “Best Effort” services)

This group is used to capture information regarding the capabilities for managing traffic priorities and supporting QoS. An important metric is the number of priority levels that are supported for either real-time (or GBR) or non real-time (non-GBR) traffic.
a) Radio queue priority refers to the ability of radio nodes to prioritize packets that are queued for transmission.

b) Pass-thru data tagging refers to the ability to transfer successfully packets that use a class of service priority tag, such as those defined by IEEE 802.1p/802.1Q
Traffic priority refers to the ability of radio systems to use high level priority.

c) 
d) 
e) 
4.2.3.2 Group 14: Location Based Technologies
Radio systems that provide information about their location can be helpful.  One common form of location information would provide three-dimensional information regarding position, such as that provided via GPS coordinates.  Some technologies rebroadcast GPS ephemeris and almanac in an assisted GPS channel in order to reduce acquisition time for the GPS receiver. An alternate form would provide range information such that when the absolute location of every node is not known, if the location of one radio device was known, then at least the distance between the nodes could be provided.

4.2.3.3 Group 15: Security and Security Management
Ensuring that smart grid data is transferred securely is a high priority
.  As with other entries such as QoS there are options to apply security measure at multiple layers in the communications OSI model.  This group focuses on options provided by the radio system at layer 1 (PHY) and layer 2 (MAC).

4.2.3.4 



4.2.3.5 

4.2.3.6 

4.2.3.7 Group 16: Unique Device Identification
It is desired that each radio node be directly identifiable and addressable.  This requires that each device have a unique identification scheme.  There is more than one way to accomplish this.  The information provided will identify the unique identification scheme offered.

4.2.3.8 Group 17: Technology Specification Source
The intent is to provide information about the SDO that developed and maintains the radio technology, plus identify who provided the information contained in the matrix.  Also, in some cases the base standard source is assisted by a compatriot organization that provides additional support including specifications or applications that operate above Layer 2. The support organizations may also provide certification of specification compliance, interoperability and performance.
4.2.4 Group 18: Wireless Functionality not Specified by Standards
We ask the SDOs to provide ranges of values for these parameters which are generally not directly specified in the standard and will often be vendor-specific. Since these parameters play a key role in determining wireless performance, it is incumbent on the utility companies to work with their vendors to get more accurate values for these parameters.

The ranges provided are typical (not exhaustive) based on the experiences of the SDO community that has provided them.
	Typical wireless Functionality NOT directly specified by a standard that is needed in quantifying operating metrics
	 

	
	Rx Sensitivity
	dBm

	
	Base Station Tx Peak Power
	dBm

	
	Subscriber Station/User Terminal Tx Peak Power
	dBm

	
	Base Station Antenna Gain
	dBi

	
	Subscriber Station/User Terminal Antenna gain
	dBi

	
	Thermal Noise Floor
	dBm/Hz

	
	
	

	
	
	


4.2.4.1 Group 18 Description

Following is a list of additional characteristics that are needed to fully characterize the performance of the radio in a typical operating environment.
· Rx Sensitivity - Receiver sensitivity may be specified as a minimum capability required by the SDO in the technology specification.  Technology implementations may provide much greater sensitivity than the minimum, so the intent is to capture a typical value that is used for the operating point calculations.

· Base Station Tx Peak Power – Transmission peak power to the antenna is needed for range calculations as well.  Some technologies specify only a regulatory limit or allow for a wide range of options.  The Tx power of the devices under consideration for the operating point calculations needs to be specified.

· Subscriber Station/User terminal Tx Peak Power – Typical transmission peak powers delivered to the antenna for different user terminals are needed for range calculations as well. 
· Base Station Antenna Gain – Base Station antenna gain is rarely part of a technical radio standard, but is a critical component of link budget calculations.

· Subscriber Station/User Terminal Antenna Gain – Terminal antenna gains are rarely part of a radio standard and will also vary with the type of terminal. Where applicable provide typical antenna gains for different types of terminals. 
· Thermal Noise Floor – Thermal noise floor is much like receiver sensitivity. There might be a minimal specification for noise floor required by the SDO in the technology specification. Technology implementations may provide a much lower noise floor than the minimum, so the intent is to capture a typical value that is used for the operating point calculations.

· 
· 
The modulation and coding schemes are relevant to assessing the performance of the wireless techniques. We encourage the utility companies to work with their vendors to get the information regarding the modulation and coding schemes used by the corresponding technology.
Modulation is a method used to encode digital bits into a radio signal. There are dozens of different types of modulation technologies employed in wireless technologies. Modulation technologies are typically associated with an acronym. Acronyms that are commonly encountered include BPSK (binary phase shift key), FSK (frequency shift key), QAM (quadrature amplitude modulation) and dozens of variations on these themes have been created. Simple modulation schemes convey one bit per time unit while high order modulation schemes can convey multiple bits per time unit. Transmission physics require that a relatively high signal to noise ratio exist at the receiver to enable low error decoding.  Since entire books are dedicated to the topic, it is not appropriate for this guideline to try and identify or describe modulation options in detail.
Similarly, there are a wide variety of forward error codes (FEC) which are used to detect and correct errors incurred during transmission and reception. FEC adds bits to the transmitted data stream that are used by the receiver, in a carefully engineered algorithm, to determine if there were any errors in the reception and correct those errors if possible.  There are numerous ways to construct the code and algorithms and a technical description of all the options is outside the scope of this guideline.
A transmission is comprised of a combination of modulation and coding. Each combination of a modulation and coding is referred to as a modulation and coding scheme (MCS). One wireless technology may have only a few such combinatorial options while another may have hundreds.
The reason for having options is to provide the wireless technology with a means to dynamically adapt the transmission in order optimize goodput under changing radio environments. This wireless dynamic is referred to as link adaptation or adaptive modulation and coding.
For example, high order modulation schemes such as 256 QAM require a significant signal to noise ratio in order to deliver packets at an acceptable packet error rate. If the signal strength falls then the wireless system need to choose a different combination of modulation and error correction to reduce packet errors and maintain the radio link.
4.3 Technology Submission Titles

Responses have currently been received for the following technologies:

· CDMA2000 1x and cdma2000 High Rate Packet Data (HRPD)

· CDMA2000 Extended Cell High Rate Packet Data (xHRPD)
· Geo Mobile Radio 1 (GMR-1) Third Generation (3G)

· Internet Protocol over Satellite (IPOS) /Digital Video Broadcast (DVB)-S2

· Regenerative Satellite Mesh - A (RSM-A)

· WiMAX/IEEE 802.16 e,m

· IEEE 802.11

· IEEE 802.15.4
· Inmarsat Broadband Global Area Network (BGAN)

· Long Term Evolution (LTE)

· Evolved High-Speed Packet Access (HSPA+)

· Universal Mobile Telecommunications Systems (UMTS)

· Enhanced Data rates for GSM Evolution (EDGE)

· Bluetooth

� Requirements related to technical performance for IMT-Advanced radio interfaces(s), see � HYPERLINK "http://www.itu.int/pub/R-REP-M.2134-2008/en" �http://www.itu.int/pub/R-REP-M.2134-2008/en� 





� NIST Special Publication 1108 , NIST Framework and Roadmap for Smart Grid Interoperability Standards, Release 1.0


� NISTIR 7628 Volumes 1 and 2





