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[Draft] IEEE 802.16r Architecture and Requirements

for Small Cell Backhaul

1 Scope
The IEEE P802.16r draft standard shall be developed in accordance with the P802.16r project authorization request (PAR) and Five Criteria Statement (IEEE 802.16-12-0587-05-Gdoc), as approved on 5 December 2012 [1]. According to the PAR, the scope of the resulting standard shall be:

This project will develop an amendment specifying enhancements to the WirelessMAN-OFDMA

air interface for effective use in wireless fixed and nomadic Ethernet transport, including small cell backhaul applications, providing core network services to radio access networks. It will focus on backhaul operating in licensed bands below 6 GHz, in which the backhaul radio operates far enough outside the band of the small cells that interference is negligible. It will add 256QAM, 512QAM, and 1024QAM options in both uplink and downlink, with optional 4x4 MIMO in both directions, along with further enhancements that address small cell backhaul efficiency. Significant latency improvements will be attained. Enhancements to the Convergence Sublayer specifications will be incorporated as necessary for support of Carrier Ethernet 2.0 backhaul requirements. The functionalities required for small cell backhaul support, including new functionalities but not necessarily all those included the baseline standard, will be specified explicitly.
The standard will address the following purpose:

This standard enables rapid worldwide deployment of innovative, cost-effective, and interoperable multi-vendor broadband wireless access products, facilitates competition in broadband access by providing alternatives to wireline broadband access, encourages consistent worldwide spectrum allocation, and accelerates the commercialization of broadband wireless access systems.

and the following need:

As the spectral efficiency of wireless links approaches its theoretical limits, and with the data

traffic requirements continuing to grow rapidly, cell density and cooperation among base stations must increase in order to further improve network capacity and efficiently manage radio resources. Multi-tier access network architecture consisting of macrocells and a variety of overlaid smaller cells provides an approach towards solving the problem, allowing low cost per bit and efficiently utilizing all spectral resources in the system. Some such systems will be deployed using radio access technology outside the realm of IEEE 802.16. In such cases, IEEE Std 802.16, as enhanced, can provide out-of-band wireless backhaul to the small cells, allowing those cells to be positioned for optimal performance without regard to the local availability of

high-capacity wired backhaul. The resulting system design will offer improvements in spectral efficiency needed to support the rapidly expanding demand for mobile broadband access.
This document specifies, in addition, the requirements to be satisfied by the IEEE P802.16r draft standard. In order to explain and specify those requirements, it also indicates suitable use cases and architecture.
2 References
[1] 
IEEE 802.16-12-0587-05, “Approved PAR P802.16r, with Five Criteria: Amendment for Small Cell Backhaul (SCB)” (link)

3 Introduction  (Informative)
As the spectral efficiency of wireless links approaches its theoretical limits, and with the data traffic requirements continuing to grow rapidly, cell density and cooperation among base stations must increase in order to further improve network capacity and efficiently manage radio resources. Multi-tier access network architecture consisting of macrocells and a variety of overlaid smaller cells provides an approach towards solving the problem, allowing low cost per bit and efficiently utilizing all spectral resources in the system. Some such systems will be deployed using radio access technology outside the realm of IEEE 802.16. In such cases, IEEE Std 802.16, as enhanced, can provide out-of-band, allowing those cells them to be positioned for optimal performance without regard to the local availability of high-capacity wired backhaul. The resulting system design will offer improvements in spectral efficiency needed to support the rapidly expanding demand for mobile broadband access.
4 Abbreviations, Definitions, and Conventions (Informative)
4.1 Conventions (Informative)
4.2 Abbreviations and Acronyms (Informative)
4.3 Definitions (Informative)
4.3.1 Definition 1
5 References
6 Use Cases (Informative)

6.1 Use Case 1 - Mobile Carrier, Backhaul for Outdoor LTE Pico-cell Deployment, POP at existing macro-sites.
6.1.1 Short Description
As part of an LTE heterogeneous network. Providing backhaul for a layer of cells deployed outdoors on street poles such as lamp posts or utility poles, advertising billboard, or on building in non-traditional locations. The small cell layer is deployed to increase overall capacity of the network by providing data offload from the macro-cell in areas of high usage.
Network connectivity is made via existing macro-cells, where the wireless backhaul feeder is located on a high site along with macro LTE eNBs. Small cell locations are generally non-LOS from the macro-sites, which inherently increases the capacity gains in the LTE access network.
The network is owned and operated by the Mobile Carrier. The mobile carrier is responsible for the installation, commissioning and ongoing maintenance of the small cell backhaul transport network.
The small cell transport network is an extension of the Macro RAN transport network and should be managed and configured in a compatible way.
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Typical Macro-hosted POP Small Cell Backhaul Scenario
6.1.2 Actors
Outdoor pico eNB, 3G Pico NodeB or Wi-Fi Access Point
Small cell location – eg. Lamp post or utility pole, advertising billboard, or non-traditional building locations, minimum channel size of 3 MHz TDD.
Existing mobile carrier macro-cell site.
6.1.3 Pre-conditions
Macro-cell site able to accommodate 802.16 backhaul feeder node.
Sub-6GHz (NLOS) Licensed spectrum available for backhaul.
Traffic from Macro network is overloaded and requires off-load or capacity augmentation from Small Cell Pico network
6.1.4 Post-conditions
Data offload in high foot-fall locations providing LTE network capacity uplift.
6.1.5 Normal Flow
Small Cells are integrated into Macro 3G/4G RAN and mobile users can connect to Macro or Small Cell based on the network design and policy decisions of the Mobile carrier. The small cell increase overall network capacity and/or fill coverage gaps in Macro Network. The 802.16 Small Cell backhaul transport network provides adequate backhaul capacity so that the QoS and QoE of the 3G, 4G or Wi-Fi services are equal to or better than the Macro based RAN..
6.1.6 Alternative Flow
TBD.
6.2 Use Case  2 – Mobile Carrier, Backhaul for Indoor LTE Enterprise femto-cell Deployment.
6.2.1 Short Description
As part of an LTE heterogeneous network. Providing backhaul for a layer of cells deployed indoors in shopping malls, stadiums, SME facilities etc. The small cell layer is deployed to increase coverage in these locations and provide dedicated capacity in these extreme high usage locations.
Wireless backhaul is provided to the building direct from the mobile carriers network by feeding from existing macro-sites. Final distribution to indoor eNBs is made through Ethernet or Fibre LAN within the building.
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Typical Enterprise Small Cell Backhaul Scenario
6.2.2 Actors
Indoor pico eNB, 3G Pico NodeB or Wi-Fi Access Point
Building to be covered using indoor eNB, or Wi-Fi Access Points
Existing mobile carrier macro-cell site.
6.2.3 Pre-conditions
Macro cell sites able to accommodate backhaul feeder node.
Sub-6GHz (NLOS) Licensed spectrum available for backhaul.
6.2.4 Post-conditions
Improved in-building coverage and dedicated LTE capacity for target locations.
6.2.5 Normal Flow
TBD.
6.2.6 Alternative Flow
TBD.
6.3 Use Case  3 - Shared Wireless Backhaul
6.3.1 Short Description
A shared wireless backhaul system could be provided by an independent backhaul provider offering backhaul services to a variety of customers based on connectivity at a Carrier Ethernet port. The independent backhaul provider is responsible to configure the port as part of a Ethernet Virtual Connection, or interconnected with another Carrier Ethernet Network as part of an Operator Virtual Connection. A user may attach a small cell at the Carrier Ethernet port. The small cell may support of multiplicity of technologies. In some cases, the small cell may be managed by a single retail service provider in support of that provider’s customers. In other cases, the small cell may provide services to a multiplicity of retail service providers.
The backhaul network is operated by the independent backhaul provider, who is responsible for the installation, commissioning, and ongoing maintenance of the backhaul transport network and the Carrier Ethernet connectivity to remote customer ports comprising the Ethernet Virtual Connection or Operator Virtual Connection.
6.3.2 Actors
Carrier Ethernet port. ENNI connection to Carrier Ethernet network supporting remaining ports in Ethernet Virtual Connection.

6.3.3 Pre-conditions
Macro-cell site able to accommodate IEEE 802.16 backhaul feeder node.
Sub-6 GHz (NLOS) licensed spectrum available for backhaul.
6.3.4 Post-conditions
Ethernet Virtual Connection connectivity provided to a variety of Carrier Ethernet physical and virtual ports. Separation of customer traffic flows separable by VLAN, with capacity sliced per customer and per customer service, with differentiated and manageable QoS.
6.3.5 Normal Flow
Ethernet Virtual Connection connectivity provided to a variety of Carrier Ethernet physical and virtual ports. Connectivity provided among small cells without requiring transport over the backhaul. QoS management by means of controllable mapping of flows to transport connections.
6.3.6 Alternative Flow
TBD.
7 Architecture

The reference architecture to support an LTE air interface as defined in the 3GPP specifications is shown below.
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The communication paths and associated protocols between the LTE access nodes (eNodeBs) and core network are shown in greater detail below.
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Small cell backhaul shall support communication between eNodeBs using the X2 protocol, as well as communication to the core network. A summary is provided below.
· S1-MME; control plane interface between eNodeB & MME, using SCTP over IP.

· S1-U; user plane interface between eNodeB & S-GW, using GTP over UDP.

· X2-U; user plane interface between eNodeB, using GTP over UDP

· X2-C; control plane interface between eNodeB, using SCTP over IP

· MGMT; management plane interface between eNodeB & EMS.

It is envisaged that some X2 connections are carried over the backhaul network.

7.1 Convergence Sublayer

7.2 Bridged Ethernet Support

8 Requirements (Conditional Normative)
8.1 Mandatory Requirements
8.2 Optional Requirements

8.3 Network Requirements

8.4 Air Interface Requirements

8.4.1 Overview

When considering small cell backhaul, operators will generally opt for licensed spectrum for the following key reasons:
· Maintaining CoS / QoS from core to user equipment. Licensed spectrum provides the means to deliver against an SLA by means of a controlled RF interference environment.

· Avoiding external interference to allow a scalable high capacity backhaul network.
Sub-6GHz has been used primarily for wireless access services where it’s ability to operate in harsh mobile non-line of sight (NLOS) propagation environments make it an ideal choice over higher frequency bands. The same characteristics also make it well suited to the backhaul of small cells deployed in locations where high capacity NLOS connectivity is required. Licensed frequency bands in the sub-6GHz range vary by geography. Particular allocations are fully occupied for mobile access services, however there are many allocations currently under utilised. These include small fragmented unpaired allocations, as well as frequency ranges above 3GHz which, due to higher propagation losses, are sub optimal for providing mobile connectivity to handsets. These spectrum allocations are ideally suited to NLOS small-cell backhaul (SCB) applications. The use of beam-switching / beam-forming, network wide synchronisation and highly directional antennas with sophisticated algorithms, delivers large spectral efficiency gains and enables n=1 frequency re-use, typically doubling or tripling the real-world capacities. This means that a small amount of licensed spectrum goes a long way.
8.4.2 Spectrum and Licensing

Frequency ranges can be broadly considered as follows:
	Sub1GHz
	Mostly fully utilized for mobile access using paired allocations. TVWS provides lightly licensed unpaired spectrum suitable for SCB in rural locations.

	1GHz to 2GHz
	Largely used for mobile access using paired allocations. However small unpaired allocations, held by some operators, are unused and ideally suited to SCB.

	2GHz to 3GHz
	Paired allocations recently or currently being auctioned primarily for mobile access. However, small unpaired allocations are available and ideally suited to SCB.

	3GHz to 5GHz
	Largely under utilised and licensed for paired or unpaired operation. Due to propagation losses, this frequency range is more suited to fixed applications such as SCB than mobile access applications. Lightly licensed allocations are available also in this frequency range in some countries (eg. 3.65GHz in the USA)

	5GHz to 6GHz
	Primarily non-exclusive bands, with restrictions on transmit power and requirements for DFS.



In some cases, >40MHz allocations are available, however this is unusual in the sub-5GHz bands. Generally allocations range from 5MHz to 20MHz.
Available licensed spectrum in the sub 5GHz bands varies from country to country. However it is generally licensed on a regional or nationwide basis allowing an operator to deploy large scale networks with contiguous coverage. An area, regional, or nationwide licensing regime allows an operator to roll out a network most rapidly. This is clearly advantageous when deploying a small-cell network, and the ability to lay down SCB coverage across a target area significantly speeds up the deployment of small-cell nodes.
Most spectrum regulators limit the power (EiRP) limits permitted by unlicensed spectrum. Sub 5GHz licensed bands allow much higher EiRP limits. Typically EiRPs in sub 6GHz license exempt bands are limited to +33dBm or +36dBm, whereas licensed sub 6GHz bands typically permit up to +60dBm or at least +50dBm. This gives a 14-30dB link budget advantage which can be practically leveraged for SCB using symmetric links.
8.5 Security Requirements

8.6 Management Requirements

8.7 Performance Requirements

8.7.1 Capacity

The capacity of a wireless link is determined by its spectral efficiency multiplied by the channel size. Further to this, the capacity of a wireless system is determined by the “link” capacity multiplied by the system’s ability to re-use frequency channels. 
Licensed sub-5GHz spectrum offers the opportunity to manage interference levels to leverage high order modulation and coding schemes such as 256QAM (and later 1024QAM). In addition, its NLOS propagation characteristics allow multi-path techniques such as MIMO to be used. These both increase the “link” spectral efficiency. Today’s SCB solutions use 256QAM and 2x2 MIMO to yield a net spectral efficiency in the order of 14b/s/Hz over the air. Future extensions are expected to use 1024QAM and 4x4 MIMO increasing net spectral efficiency to 35b/s/Hz. These typically equate to net TCP/IP channel capacities of 170Mbps and 425Mbps respectively when operating a 20MHz TDD channel which can be delivered on a point to multi-point or point to point basis.
OFDMA based frequency re-use schemes applied to downlink and uplink, combined with interference aware scheduling algorithms and smart steerable antenna technology promise the ability to deploy a SCB network in sub-5GHz licensed spectrum using a single channel allocation.
A point to multipoint SCB network running in a 20MHz sub-6GHz licensed spectrum allocation consisting of 50 backhaul “hub” nodes, is expected to provide a peak capacity of 9Gbps using today’s technology. With 1024QAM and 4x4 MIMO extensions, this can potentially be increased to 22Gbps.
Network-wide optimization and interference aware algorithms are required to achieve these capacities, and the ability to schedule traffic in frequency, time and space are fundamental to maximizing the spectral efficiencies. OFDMA and smart steerable antennas are being adopted by SCB vendors to achieve this.
It should be noted that the dimensioning of a point to multi-point backhaul solution is calculated differently to a traditional uncontended point to point solution. The ability of the system’s QoS to deliver bursty data rates to multiple locations (depending on instantaneous demand) allows for network dimensioning to be based on statistical multiplexing.
8.7.2 Latency

SCB systems designed for sub-6GHz Licensed spectrum are mostly PtMP, where traffic scheduling is centrally coordinated. In such systems, the latency is dominated by air interface frame structures and scheduling algorithms. 15ms one way latency is typical of today’s solutions and sub 10ms one way latency is targeted with technology evolution. However, it should be noted that latency and QoS are closely coupled. Not all traffic requires the minimum latency and overall network capacity increases if real-time services are handled differently to traffic that is not latency sensitive. Latency aware scheduling is a key feature for systems deploying contended backhaul. A close integration of the backhaul with the access QoS is critical to ensuring delivery of real time services.
8.7.3 Coverage

Sub-6GHz Licensed spectrum provides the means to achieve reliable NLOS coverage as well as LOS between network nodes. SCB systems using this spectrum are expected to be deployed in order to cover a target area rather than on a node by node basis.
Two basic deployment models are possible depending on whether network POPs are at street level or high-sites such as existing macro-sites. With street level POPs, NLOS backhaul is used between adjacent street poles where small cells are located. In this case, NLOS technology is advantageous in order to accommodate local clutter such as trees. Where high-site POPs are available, a point to multi-point “cellular” coverage of small cell backhaul can be deployed. Both of these models result in very different backhaul link distances, or POP spacing.
The link budget of the SCB solution is critical to achieving maximum coverage. A typical solution operating in 3.5GHz would have a system link budget greater than 160dB. In the interest of form factor and MIMO performance, unlike microwave point to point solutions, antenna gains cannot be simply increased to achieve these link budgets.
Typical POP spacings are shown below:
	Environment
	Coverage Type
	Typical POP Spacing

	
	
	

	Urban
	“Cellular Coverage”
	3km

	Sub-urban
	“Cellular Coverage”
	5km

	Rural
	“Spotty Coverage”
	15-20km


9 Guidance and Recommendation to other Standards Organizations
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Added text to indicate that X2 may be local (if eNodeB co-located) or may be via backhaul network.�


�Added 5-6GHz as elsewhere scope altered to be <6GHz rather than <5GHz.
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