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A. Introduction

Perhaps the most critical (and most difficult to design) function of the Wireless LAN systems covered by the 802.11 Standard is Clear-Channel Assessment (“CCA”).  The Author’s proposed goal of enhanced CCA, which requires Transmit Power Control to function, is to determine transmission start times which allow, on the average, largest possible overall network throughput and minimal interference to all compliant network nodes.  This goal can be met to much larger extent through the use of Time Slot Management, which, together with this enhanced CCA almost totally eliminates the Hidden Transmitter Effect.  It is also reviewed that reduction of transmit power extends the use time between battery charging periods [4].  
[image: image1.emf]
Even under the best circumstances, dealing with the vagaries of indoor propagation, multiple networks and multiple services is already difficult.  Only the most carefully optimized criteria will permit the best achievable network throughput.  It is necessary to employ every possible clever technique available.  

Definitions:  
In order to minimize confusion and the consequent unnecessary discussions, a number of terms are defined.  Some of the definitions were coined by the Author for the [1] and present submissions; other definitions appear elsewhere.  

1. The subject “Band” is whichever one needs CCA, but especially the 2.4 GHz and 5 GHz bands.

2. A “Radiator” is any device which emits RF energy in the Band.  

3. A “Station” is any intentional Radiator. 

4. A “Compliant Node” is Any equipment manufactured in accordance with a P802.11 Standard and operating in the Band.  

5. The “Subject” Node is the one performing CCA, because it has traffic for his “Recipient”.  

6. Any Compliant Node which is distinguishable as such by the Subject node shall be referred to as a “Compatible” Node.  All other Nodes are termed “Incompatible”.  Any Compliant Node which is in the same network as the Subject Node is called “Native”.  All other Nodes are “Foreign”.

7. The “Channel” is whatever segment of the Band to which the Subject Node’s receiver is currently sensitive.  An “Unoccupied” Channel refers to no detectable signal whatever by the Subject.  

8. A Channel is defined herein as “Occupied” or “Active” if the Subject RSSI registers any reading above that which would be obtained with a matched load substituted for the antenna.  

9. Any detected RF Power from an intentional radiator  is referred to as a “Signal”.

10. Two or more Signals detected simultaneously is a “Collision”.

11. A “Transmission” is any signal from an intentional radiator. 

12. From any Recipient’s point of view, a “Readable” Transmission is one that can be decoded with little enough BER to be useful, and the “Desired” Signal is the first Readable Transmission addressed to it and still in progress.  

13. A barely Readable Signal is called a “Threshold” Signal.  

14. A Transmission from a Compatible node is called a “Packet”.  

15. A Transmission is said to be “Existing” if it is being detected by the Subject during a period when a Packet is ready.  The Node responsible for this Transmission is called the “Incumbent”.  

16. A channel is deemed “Clear” whenever a Transmission would begin forthwith (for whatever reason) if a Packet were ready; as in “Clear to Send”.  

17. Whenever a Transmission is postponed during a period when a Packet is ready, the channel is deemed “Busy”, and the decision to postpone is referred to as a “Deferral”.  

18. If a Deferral is made, or extended, but in reality; a) the Transmission would have been received without error by the node for which it was intended, b) the acknowledgment could have been received, and c) neither the transmission nor its acknowledgment (“ACK”) would have “Ruined” (caused an error in an otherwise error free) Native Transmission; then the entire Deferral or that portion of it as the case may be is called a “Needless Deferral”.  

19. If a Transmission is made while the Channel is Occupied and it Ruins a Native Transmission which would also have completed ACK, it is termed “Detrimental”, whether or not it and its ACK were completed.  
20. A Native node that is transmitting a Packet at the time the Subject node is ready to send a packet, cannot be copied by the Subject, and may result in a Detrimental transmission is a “Hidden Node”.
Other definitions will be made in subsequent sections where they can be more clearly explained by the context.  In all instances, terms previously defined are capitalized.  In some instances, these terms are followed by the definition Number in brackets.  

B. Review of Common CCA Operation and Hidden Transmitter Limitations
The Subject Node (which may or may not be an Access Point) is ready to send a Packet to his Recipient Node.  
Case A1:  The Subject Node copies no Signal, thus considers the channel as Unoccupied and transmits the Packet.  However, at the location of his Recipient, there is a Signal, coming from a Hidden Node, strong enough relative to that coming from the Subject to cause one or more bit errors.  Thus the Subject’s Packet is Ruined.  
Case A2:  The Hidden Node’s Recipient may be in a location relative to the Subject and Hidden Node, such that the Hidden Node’s Packet is Ruined.  
Case A3:  The Hidden Node’s Recipient may be in a location relative to the Subject and Hidden Node, such that both the Hidden Node’s Packet and that of the Subject are Ruined.  

These are the classic “hidden transmitter” limitation scenarios.  
Case B:  The Subject Node hears a Signal (Incumbent), thus Defers (using the CSMA/CA rules, originally developed for wired networks).  However, in fact, the Subject, the Recipient, the Incumbent and his Recipient are all so positioned that the Subject’s Deferral was Needless.  
The “Elaborate Clear Channel Assessment” method introduced in [1] reduces the number of Needless Deferrals, thus increasing network throughput.
Fundamental Limitation of Simple CSMA/CA CCA

The fundamental problem of the simple and now prevelant CSMA/CA CCA (which, after all was designed for wired networks) is that the Subject Node can be cognizant of the conditions only at his location, yet an accurate CCA can be performed only if one knows the conditions at his Recipient’s location and at certain other locations.  

In order to overcome limitations of the hidden transmitter effect and perform an accurate CCA, the Subject needs to know the conditions at 

-his location, 

-his Recipient’s location, 

-plus the Occupying Node’s location, and his Recipient’s location; 

and using the proper techniques, all of this can actually be accomplished to a close enough approximation to materially improve throughput of the Native network and all surrounding Compatible networks.  

C. Elaborate CCA Recommendation
New Definition: TDA instead of CCA
This new method—specifically to accommodate wireless networks in uncontrolled bands—is so different from the simple CCA originally designed for wired digital communication systems that it seems useful to define a new term.  The method presented here uses a complicated formula based upon certain data accumulated and maintained on all the nodes in the vicinity of the one with a packet ready to send (Subject Node) to determine whether or not to Defer.  Therefore, the new name for this process is TRANSMISSION DEFERRAL ASSESSMENT (“TDA”).  

The TDA Method
Under this method, it is necessary to include Effective Radiated Power (“ERP”) in every Packet preamble, with a resolution of 1 dB.  If the overall range is from 0 dBm to 30 dBm, only 5 bits are required.  It is also necessary to have a field showing the ERP and RSSI level of each packet received.  By maintaining this data for every readable Node, each Node would have rough distance data—or more precisely and significantly, each Node would have a record of path loss between every Node and every other Node.  

Another part of the method is that, in some prescribed manner, each Node periodically transmits its data (multicast); so that every Node ends up with path loss data that even extends beyond his readable nodes.  The system determining when a Node transmits his data (or even on occasion re-transmits another Node’s data), is governed by many factors, such as network loading and perceived changes to his data.  During periods of light loading, the data can be broadcast via special network maintenance transmissions; so they are ready for efficient operation when payload Packets are ready.  

To quickly understand how this can work, it is only necessary to realize that a map showing the relative positions of any number of points in a plane can be drawn using only the scalar distances between each of the points.  However, the Subject Node has no need to draw a map; once the data has been accumulated, it has the exact information it needs to perform the TDA: 
1. Path loss (GSS) between himself (S) and his own Recipient (RS); 

2. Path loss (GIS) between the Incumbent Node (I) and Subject Node’s Recipient (RS);  

3. Path loss (GSI) between himself (S) and the Incumbent Node’s Recipient (RI); 

4. Path loss (GII) between the Incumbent Node (I) and Incumbent Node’s Recipient (RI). 

All Subject has to do to begin a Transmission is 
1. Calculate the lowest ERP  which causes his signal level N dBm at RS to be large enough to obtain a satisfactory Packet Error Rate (See [5]); 
2. But also be at least M dB or more stronger than that of the Incumbent Node at RS.  (M is the Capture Ratio of one competing signal over another.  It is the number of dB the favored signal must be stronger than the interfering signal to obtain a satisfactory Packet Error Rate.)  
3. And be M dB or more weaker than the Occupying Node at the latter’s Recipient.  
If no such ERP is available to Subject, he Defers; otherwise, he sends the packet immediately.  
The method works just as well for 3-dimensional geometry.  

The method will increase network throughput, because it will decrease the probabilities of both Needless Deferrals and Ruined Transmissions.  Owing to the available information, there is a greater probability of finding a high enough ERP; as every Transmission, including the ones initiated with no Activity, can be made using the minimal ERP calculated in Step 1, just above.  
Note:  It appears likely that a fascinating complication that needs to be addressed.  It is conceivable that had the Incumbent transmitted with ERP (PI) higher than that calculated in Step 1, just above, that there may be situations (relative positions of the four pertinent nodes) for which the Subject may be able to send where he would otherwise need to Defer if PI were at the level calculated in Step 1, just above.  If this is true, the algorithm for selecting a transmit power when there is no incumbent (i.e. when the channel is Clear), needs to be more complicated in order to maximize network throughput.  
D. Estimation of Network Efficiency Improvement (Introduction)
Important Notes 
1. It was/is the author’s intention that the TDA method described above includes the ability to communicate the acknowledgement packet as well as the original packet,  but this feature was overlooked.  This error is probably fortuitous; as the opportunities for the Subject to transmit when there is an Incumbent may be severely limited if the acknowledgment packet is accommodated.  Certainly, the acknowledgment packet can be treated by TDA on the same footing as any other packet, just as is done with ordinary CCA.  
2. The calculations shown below are taken directly from the submission [1] prepared and delivered in 1994 and pertain to a modulation type being considered at the time by the 802.11 Frequency Hopping PHY subcommittee.  It was the author’s intent to update these calculations, including the figures, to reflect the capture ratios (M) and signal levels (N) needed for the forms of OFDM used in 802.11g, 802.11n, and possibly others.  Fortunately, there appear to be no differences that would affect the principles involved.  However, it is possible that a newer path loss formula should be used; as much important work in that area has been done during the intervening years.   
It is possible to calculate throughput improvement by making several conceptual simplifications.  It is important to bear in mind that the actual system, which measures path loss under field conditions, will do a much better job of determining signal levels than these calculations.  The calculation shown here applies to strict “Packet Detect” as a baseline.  The specific question to be answered is:  “By deferring to all Packet Detect Incumbents, what percentage of these Deferrals are Needless?”  The assumptions are:

1. In order for the Desired Transmission not to be Ruined, it must be at least 15 dB stronger within the information bandwidth than the total of all other signals and noise.  

2. The maximum Effective Radiated Power (ERP) to be used is +20 dBm.  (This power level is consistent with the need for survival of PCMCIA power circuitry in notebook sized computers.)  

3. The Subject Node is in a “Sea” of Native Nodes having a radius at least twice as far as his Transmissions are Readable.  

4. A Node has the same probability to be in any position.  

5. The path loss formula is the same one used by Allen in IEEE P802.11-93/105, quoting Tuch in IEEE P802.11-91/69:  
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FORMULA 1

where:  G is the path loss in dB, d is the distance in meters from the RF source, and  is its wavelength.  This formula was derived using the assumption that for indoor propagation, the attenuation for the first 8.5 meters from the source is similar to free space conditions (square law of power flow, represented by the second term), and that for all distances greater than 8.5 meters there is on average a 3.6 law of power flow (represented by the first term).  The last term is the correction required which takes into account that the smaller the wavelength, the smaller the solid angle can be captured by an antenna having a reference gain value.  

As explained above, given that the facilities and procedures make the following statements true: 

1. Each node has knowledge of the path loss between every node and every other node; 

2. Every Packet is transmitted with ERP which delivers a signal to the Recipient which is 15 dB stronger than Interference + Noise within the information bandwidth; 

3. At the time a Packet is ready for transmission, if there is an Incumbent (and there will be more than half the time while the network is heavily loaded), the Subject will initiate its transmission if and only if there exists an ERP between -10 dBm and +20 dBm such that (both): 

***His signal will reach his own Recipient Node at least 15 dB stronger than that of the Incumbent;

***His signal will reach the Incumbent’s Recipient Node at least 15 dB weaker than that of the Incumbent.

The objective of this TDA Calculation is to estimate the percentage of cases that the Subject’s Transmission could actually be made, Ruining neither his nor the Incumbent’s Transmission.  In other words, using Packet Detect and equal ERP for all Nodes, what percentage of Deferrals are Needless?  Inasmuch as a Node has equal probability to be anywhere, the analysis can be performed by a method of areas.  Such analysis automatically results when considering a sea of Nodes having uniform density.  
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Figure 1 shows the Subject Node “S” in the center of several imaginary concentric circles and surrounded by numerous nodes, one at the intersection of each dotted line.  As a particular example, three other nodes are marked on the Figure:  

· “RS” is the intended Recipient of a Packet from “S”, which is ready to be transmitted at the present time.  

· “I” is the Incumbent Node, already transmitting a Packet at this time.  

· “RI” is the Incumbent Node’s Recipient, now receiving its Packet.  

The innermost Circle (A) has a radius equal to the path loss distance at which (for a given specified ERP and receiver sensitivity) there is a Threshold signal.  Therefore, this circle contains all the Nodes with which the Subject can communicate directly, assuming there is no interference.  For the case of GFSK radio modems operating at 1 Mb/sec, we shall assume that a signal to noise (within the information bandwidth) ratio of 15 dB will yield a Bit Error Rate (“BER”) of about 2 x 10-6, which is chosen so that the error rate (before any re-transmissions) of the largest Packet (4800 bits) will be 10-2.  (This is also known as the Block Error Rate.)  Retransmitting only 1 long-and-distant Packet out of 100 probably represents an overall network retransmission rate of 10-4, assuming on average one Packet out of ten is long and one Packet out of ten is sent to a Node at this “Threshold” distance.  This result is splendid, (but in practice, the network performance is much poorer owing to multipath fading and interference).  

To determine the actual radius of Circle A, we first compute the effective noise level within the information bandwidth (which we shall take to be 750 KHz).  This bandwidth is 59 dB above -174 dBm/Hz, or -115 dBm.  Assuming a system noise figure of 6 dB, the effective noise level is -109 dBm.  According to the above assumption about equipment sensitivity, the signal level at the receive RF input must be 15 dB above this, or -94 dBm.  Assuming unity receive antenna gain and using the ERP figure of +20 dBm, the path loss is 114 dB.  For slow frequency hopping, the effects of (Rayleigh) fading statistics must be factored in.  Assuming two-antenna diversity, a 12 dB margin seems sufficient; so the base path loss can be only 102 dB.  Using the above path loss formula, this works out to a radius of 135 meters, or 443 feet (shown on the Figure). “RS” must be located within this circle.  

The next larger Circle, B, encloses all possible locations for the Incumbent Node, “I”.  The Subject Node is able to identify nodes further away than it can effectively communicate with them; as the Pre-data [22] portion of each Packet (containing, among other things, I and RI node identification numbers and ERP) is much shorter (say 64 bits) than a long transmission.  Therefore, the BER can be much higher.  For a BER of 10-2, one half (on the average) of any randomly chosen sets of 64 bits will be error free.  Using the BER vs. S/N family of curves, where N has Gaussian statistics, S/N drops by 5.4 dB as BER changes from 2 x 10-6 to 10-2.  Adding 5.4 dB to the above path loss formula increases the radius to 191 meters or 625 feet.  

Circle “C” encloses all possible locations of RI.  All four relevant nodes are located within this circle.  It reflects the geometry that any I at the edge of B can communicate with an RI as far away from S as B radius + A radius, or 1068 ft.  

The off-center dashed-line circle defines the region within which RI can be located for the particular location of I shown at its center.  

In order to actually carry out the TDA Calculation, it is useful to diagram the path loss between any given Node and all the other Nodes contained within the Circles shown on Figure 1.  Figure 2 shows this picture for conceptual clarity, and allows one to read directly the path loss between the Subject and any other Node.  

[image: image4.wmf]96

90

79

100

109

111

113

115

90

96

100

109

111

115

113

79

79

90

96

109

111

113

115

79

90

96

100

111

109

113

115

Figure 2: “PATH LOSS”
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This Figure also shows which Nodes are located within Circles A, B (the ones with the path loss numbers shown in squares plus the ones within A), and C (all Nodes), but the following table is more useful for calculation and is far more compact:

	
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	0
	0
	78.7
	89.6
	95.9
	100.4
	103.9
	106.8
	109.2
	111.3
	113.1
	114.7

	1
	
	84.2
	91
	97
	101
	104
	107
	109
	111.4
	113.2
	114.8

	2
	
	
	95.0
	99
	102
	105
	108
	110
	111.7
	113.5
	115.1

	3
	
	
	
	101.3
	104
	106
	109
	110
	112.3
	113.9
	115.4

	4
	
	
	
	
	105.8
	108
	110
	111
	113.0
	114.5
	

	5
	
	
	
	
	
	109.3
	111
	112
	113.8
	115.2
	

	6
	
	
	
	
	
	
	112.2
	113
	114.7
	
	

	7
	
	
	
	
	
	
	
	114.6
	115.7
	
	

	8
	
	
	
	
	
	
	
	
	
	
	


TABLE 1

This table allows one to quickly determine the path loss between any intersection on Figure 1 and any other intersection closer than 1000 feet.  To find the path loss between any two nodes on Figure 1, count the number of intersections along either axis, then the other axis. The cell in this table intersecting the boldface row and column numbers equal to the number of intersections contains the path loss.  For instance, to find the path loss between the Incumbent Node, I, and the Subject’s Recipient Node, we count 7 intersections on one axis and 5 on the other, and read 112 dB on Table 1.  

Calculation Procedure

The last assumption needed for this analysis is that every Node has an equal probability to communicate with any other Node within its range, and with no bias in Transmission length.  In order to estimate the improvement to be gained in network throughput by this particular Elaborate TDA method; as opposed to the simple Packet Detect method, it is necessary to compare the number of combinations for which I, RI and RS can be situated that allow S to transmit, as opposed to the number of combinations for which S must defer.  

The first of two parts of this calculation is to derive the formula which relates the four relevant path loss numbers obtained for each combination of Node locations to the Transmit/Defer decision (which includes the permitted S Node power range).  As mentioned above, the path loss numbers are: 

1. GII:  between the Incumbent and its Recipient; 

2. GIS:  between the Incumbent and the Subject’s (intended) Recipient;

3. GSI:  between the Subject and Incumbent’s Recipient; 

4. GSS:  between the Subject and its (intended) Recipient.  

As also mentioned, the Transmit/Defer decision relates to:  

1. Maximum allowable ERP of +20 dBm; 

2. Minimum and target received Signal to Noise Ratio (15 dB); 

3. Minimum allowable Signal to Interference Ratio (15 dB).  

In order to derive this formula and conceptualize the problem, let us perform the TDA for the particular combination of Node locations shown in Figure 1.  

1. The three coordinates (for I, RI, RS) are 5,-3; 8,-2; & -2,2.  

2. The four path losses (GII through GSS) are: 97, 112, 112, 95 dB respectively.  

3. The signal level at RI from I (defined as PII) is always -82 dBm, which is 15 dB above -109 dBm noise, plus another 12 dB for Rayleigh fading statistics with 2-antenna diversity.

4. We then compute the ERP of I (defined as PI):  
PI = PII + GII = -82 + 97 = +15 dBm.  PI </= +20 dBm. 

5. Note:  Step 3, in facilitating the present calculation, assumes I initiated its Transmission during Clear channel conditions, which is obviously not always the case.  Thus, in practice, -82 dBm is only a minimum PII.  The field equipment would do the Step 4 computation in reverse; it would receive PI as part of I’s Pre-data and determine PII using the value of GII currently in its Chart.  

6. Next, we compute the maximum ERP allowable for S (maxPS) in two steps.  Start by subtracting 15 dB from PII to obtain PSI, which is the maximum allowable power from S incident at RI:                                                                                                                      . PII - 15 = maxPSI; or -82 dBm - 15 dB = -97 dBm.

7. Then, we add the path loss between RI and S:                                                               . maxPS = maxPSI + GSI = -97dBm + 112 dB = +15 dBm.  PS </= +20 dBm.  

8. Next, we find out whether this PS is enough to cover the path loss to S’s intended Recipient:                                                                                                                           . PSS = PS - GSS = +15 dBm - 95 dB = -80 dBm,                                                                 . which is >/= -82 dBm; thus passing this test. 

9. Finally, we determine whether the power incident at S’s intended Recipient from S is at least 15 dB stronger than that from I in two steps:                                                          . PIS = PI - GIS = +15 dBm - 112 dB = -97 dBm.                                                              

10. PSS - PIS -15 = -80 dBm-(-97 dBm) - 15 dB = +2 dB; which is >/= 0 dB, thus passing the final test.  

11. THEREFORE, S should not defer; it should transmit immediately, with ERP of +13 to +15 dBm. 

Using the various equations and inequalities generated in the above analysis, the following simple formulas were derived for testing the path loss values resulting from every possible combination of I, RI and RS Node placement on Figure 1.  First, the basic (interrelated) constraints are repeated:  

1. PI & PS are both less than or equal to +20 dBm; 

2. GII & GSS are both less than or equal to 102 dB; 

3. PI equals GII plus (-82 dBm).  

Next, the test formula is given.  If the following statement is true, S can transmit, thus avoiding a Needless Deferral:  

GSI - 97 >/= PS >/= GII - GIS + GSS -67    (dBm)

Repeating the above example using these inequalities:  

PS >/= 97 - 112 + 95 - 67---+13 dBm;    PS </= 112 - 97---+ 15 dBm.
The Subject Node is permitted to transmit using any power level between +13 and +15 dBm.  

As another example, if RS is moved one intersection to the left in Figure 1, to (neg3,2), the path loss numbers become 97, 114, 112, & 99.  The formula then reports:  

PS >/= 97 - 114 + 99 - 67---+15 dBm;    PS </= 112 - 97---+15 dBm.
The Subject Node can still transmit, but at exactly +15 dBm.  RS is further away from S, necessitating it to increase its ERP, but not quite so much that the signal from S is too strong at RI.  

As a third example, RS remains at (-3,2), but RI is moved to (9,-2).  The path loss numbers become 101, 114, 114, & 99.  The formula then reports:

PS >/= 101 - 114 + 99 - 67---+19 dBm;    PS </= 114 - 97---+17 dBm.  

Inasmuch as Subject’s ERP must be at least +19 dBm to achieve the minimum 15 dB margin over Incumbent’s signal at RS but no more than +17 dBm to achieve the minimum 15 dB margin under the Incumbent’s signal at RI, it must Defer.  Relative to the last example, RI moved away from both the Subject and Incumbent.  However, as RI is much closer to I than is S, 4 more dBs were needed from I to make the minimum field at RI; so S needed to transmit 4 dB higher to make its margin at RS, yet S’s path loss to RI was reduced by only 2 dB.  

The Second of two parts of this calculation is to systematize the computation of the four path loss values for each relevant combination of these I, RI, and RS nodes; so that each combination can be tested for Transmit or Deferral.  Conceptually, the simplest process is to:  

1. Select one of the 120 Nodes within Circle B as an I.

2. Select one of the 60 Nodes within an “A” radius surrounding this I as an RI. 

3. Select one of the 60 Nodes within Circle A as an RS. 

4. Compute the four path loss numbers for this Node combination.

5. Compute the Transmit/Defer (“T/D”) qualifier and tally it as one or the other.

6. Repeat steps 3, 4 & 5 for each of the other 59 RS Nodes within Circle A.  

7. Repeat steps 2, 3, 4, 5, & 6 for each of the other 59 RI Nodes within the “A” radius.  

8. Repeat steps 1, 2, 3, 4, 5, 6, & 7 for each of the other 119 I Nodes within Circle B. 

Simple analysis reveals that 60 x 60 x 120 = 432,000 separate computations will be needed.  By reasons of symmetry, it is clear that Step 8 need be carried out only for I Nodes covering at most one quadrant of Figure 1, reducing the number of computations to 108,000.  Further reductions may be possible, which will maintain the same ratio of Ts to Ds.  An Excel or MathCad program could be written within a few hours to carry out the computations in a few minutes.  It is extremely important to complete this calculation in order to determine whether or not implementation of this extensive WLAN system design change, in and of itself, will yield a significant improvement to overall throughput.  

Transmit/Deferral Test for Arbitrary Signal to Interference Ratio

The capture effect of GFSK may permit a smaller Signal to Interference Ratio than 15 dB, assumed for the previous Calculation.  In this section, the inequality for a general value for this margin (M) is derived.  It is still assumed that the minimum allowable Signal to Noise Ratio is 15 dB.  The resulting value of PII (the available receive power from the Incumbent Node at its Recipient) is still -82 dBm, and this value falls through to the bottom line.  

1. PI = PII + GII = -82 + GII;

2. MaxPSI = PII - M = -82 - M;

3. MaxPS = MaxPSI + GSI = -82 - M + GSI, or

4. PS </= GSI - M - 82

5. MinPSS = PIS + M

6. Where  PIS = PI - GIS = -82 + GII -GIS
7. MinPSS = -82 + GII - GIS + M

8. MinPS = MinPSS + GSS = -82 + GII - GIS + M + GSS
9. PS >/= GII - GIS + GSS - 82 + M

10. GSI - 82 - M >/= PS >/= GII - GIS + GSS - 82 + M

11. Also: GSI - M >/= PS + 82 >/= GII - GIS + GSS + M

Notice that the result is independent of the assumed threshold Signal to Noise (shown as available receive power).  

Transmit/Deferral Test as a Function of Distances Between Nodes:

Although the hardware in the field would operate entirely with (measured) path losses, it may be easier to complete the calculations which estimate the increase in WLAN efficiency resulting from implementation of this particular method of TDA by expressing PS as a function of distances between the four relevant nodes:

36log(dSI/8.5) - M >/= PS + 23.22 >/= M + 36log(dIIdSS/8.5dIS).

If M is fixed (again) at 15 dB:

36log(dSI/8.5) - 38.22 >/= PS >/= 36log(dIIdSS/8.5dIS) - 8.22.

Using this formula, it may be possible to complete the probability (network efficiency) calculation by a method of densities, thus eliminating the huge number of computations. 

E. Limitations of the TDA Method, and Need for Time Slot Management

In the author’s 1994 submission [1], most of which was copied to the present submission, it was shown that the so-coined “Transmission Deferral Assessment” method can increase network throughput by safely permitting transmission of packets within a subset of conditions that the channel is already being used.  

What this method does not handle well if at all are Cases A1, A2, and A3 shown in Section B—the classical Hidden Transmitter situations.  Figure 3 is a copy of Figure 2 from [1], but with a Hidden Node H.  The TDA method permits S to know where H is in relation to all the other nodes in the chart, but it is too far for S to copy.  Therefore, it will transmit to RS and Ruin H’s packet being sent to RH.  Also, RS will not copy S, because of the signal coming from H.  

[image: image5]
Figure 3
One way to greatly mitigate this Hidden Node problem is shown in Figure 4.  It augments the organizational aspects of the TDA method by further organizing this vast field of nodes into four time slots (shown in the green colored squares).  In the previous example, Node H will not manifest as a Hidden Node, relative to Node S, because it is in a different time slot zone; so it will not be transmitting at the same time as S.  
Claims have been made that time slots slow down the network [3], because only a fraction of the total time (in this case 25%) is available for a node to use the network.  In fact, no single node transmits for anywhere near close to 25% of the time.  The time slots merely organize the network usage; so that many nodes that are close to one another do not transmit at the same time.  
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Figure 4
A node located at Letter “B” in the figure is in Time Slot #1.  Owing to its position at one corner, there could be a Hidden Node near the other three corners, but at least this could occur only 25% of the time.  Perhaps, the time slot regions should be smaller relative to the copy “horizons”, and/or perhaps there should be more time slots.  The quantity and duration of time slots should be planned in accordance with the needs for time bounded packets, such as real time audio.  
F. Further Work Needed/Suggested
-Revise the “Elaborate Clear Channel Assessment” equations to include reception of acknowledgment packets. 
-Revise the “Elaborate Clear Channel Assessment” equations to reflect present day (802.11g, n, and other) modulation methods, and more modern indoor path loss formulas. 
-Quantify network throughput improvement to be realized through use of the above CCA and Time Slot Management methods.  
-Quantify network throughput improvements to be realized through use of the above CCA and Time Slot Management methods when applied to networks having Access Points as opposed to Ad Hoc coordination.

-Quantify network throughput improvements to be realized through use of the above CCA and Time Slot Management methods when applied to networks having Access Points, with adjacent cells having differing RF channels.  

-Further analysis is needed on Time Slot Management.  

-Perform a network stability analysis.  
Conclusions

If the “Elaborate” Transmission Deferral Assessment (which includes Transmit Power Control) and Time Slot Management methods explained in this Submission are incorporated into the Standard, the initial investment in engineering and time to market will be relatively large, but the marked superiority in WLAN throughput performance is likely to pay off handsomely in the end as WLAN usage continues to increase.  In addition, by minimizing RF transmitter power output, these wireless networks will become more friendly to the ever more popular users in critical need of minimal battery drain, such as mobile phones and tablet computers.
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Straw Poll Questions

1. How many attendees believe there is enough indication of long term benefit (increased network throughput in the face of continual increase of crowding) vs. investment cost through the use of the methods described in this submission (“elaborate clear channel assessment” with its transmit power control plus time slot management) and/or similar ideas that would come out of a collaborative effort, to recommend further work?  

2. How many attendees are either able and willing to further develop these ideas, or know of other engineers  who may be so inclined?  
3. How many attendees believe that this submission be presented in person to one or more of the major task groups in order to foster much wider peer review?

4. How many attendees would recommend that a new task group be initiated if the “further work” mentioned in a previous question confirms the net benefits suggested in this submission?  
5. How many attendees would prefer to study the submission on their own, discuss it with me (and others) via email, telephone, and at the next session, and vote on the three previous questions at that time?  
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Abstract


A forward looking 802.11 1994 submission proposing an elaborate form of clear channel assessment (“CCA”) method that already included the need for RF Output Power Control [1] has been modified to include time slot management.  Work has started to also modify the equations to pertain to the current modulation type, power output range, and information bandwidth.  A preliminary attempt has been made to calculate whether implementation of these methods will result in considerably improved network throughput.  





In [1], it was suggested that, in order to obtain the maximum network throughput, the decision of when to transmit and when to hold transmission in abeyance should be based upon many factors and a convoluted process, and is deserving of more resources than is generally supposed.  A novel approach was advanced, which purported to eliminate what is commonly considered to be a fundamental CCA limitation.  The present submission suggests how addition of time slot management overcomes certain limitations of this advanced CCA method.  There is also a brief section on an additional benefit of Transmit Power Control, namely the ability to extend battery charge life.  





For purposes of illustration, the most severe wireless LAN environment was chosen—single RF channel and peer-to-peer mode (no assumption of access points).  
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